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Abstract—Close relationships are established between convolutional codes and zero-state automata and between cyclic codes and zero-input automata. Furthermore, techniques of automata theory and continuous systems, theory are used to elaborate on the coding problem; and approaches from coding and automata are used to establish and interpret typical structural conditions in continuous systems. The investigation incorporates basic coding concepts into the currently emerging common basis for automata and continuous systems, and it gives explicit examples of the resulting benefits accruing to each of these areas from the others.

I. INTRODUCTION

The theories of error correcting codes, finite-state machines, and continuous systems have been constructed over the past twenty years in a manner which has left each one largely uninfluenced by the others. Recently, a number of fundamental investigations have structured a unified basis for machines and continuous systems. With a view toward incorporating basic coding concepts into this currently emerging common basis, this paper points out some strong parallelsisms between results in coding theory and results in the theories of machines and continuous systems. Furthermore, the strength and clarity of a number of basic inductive arguments, which are typical in the analysis of systems over finite fields, are used to illuminate the meaning of representative algebraic criteria for structural properties of continuous systems.

II. LINEAR SEQUENTIAL AND DIFFERENTIAL SYSTEMS

For purposes of brevity, the following discussion is limited to two types of linear, time-invariant systems: the finite-state machine (FSM) and the continuous differential system (CDS).

The FSM is defined by the equations

\[ x(k + 1) = Ax(k) + Bu(k) \]  \hspace{1cm} (1a)
\[ y(k) = Cx(k) + Du(k) \]  \hspace{1cm} (1b)

where \( k = 0, 1, 2, \ldots \) is the time variable, \( x(k) \) an \( n \)-dimensional state vector, \( u(k) \) an \( m \)-dimensional input vector, \( y(k) \) an \( r \)-dimensional output vector, and \( A, B, C, \) and \( D \) are constant matrices of appropriate dimension. Entries in vectors and matrices are elements in the finite field of \( q \) elements, denoted by \( GF(q) \), and all operations are carried out in this field. Most of the study of such machines has been for the binary case \( GF(2) \) in which the operations are addition and multiplication modulo two, but many of the results can be generalized to an arbitrary finite field. Many of the steps which will be carried out for the FSM (1) are of course also valid for the case in which the entries in vectors and matrices are real numbers, but for economy of presentation the explicit treatment of that case has been omitted.

The CDS is defined by the relations

\[ x = Ax(l) + Bu(l) \]  \hspace{1cm} (2a)
\[ y(l) = Cx(l) + Du(l) \]  \hspace{1cm} (2b)

where \( l \) is the positive time variable, and all entries in vectors and matrices are elements in the real field. Dimensions and designations of vectors are the same as those for (1).

Under the assumptions described above, it is clear that the fourtuple \( (A, B, C, D) \) structurally characterizes the FSM or the CDS, as the case may be. The context clarifies whether (1) or (2) is under discussion, and so there is no need for a refinement in notation to distinguish between them.

The most important classes of codes which have been found to date are the convolutional codes and the cyclic codes. In the sequel it is shown that these codes are closely related to the zero-state response and the zero-input response, respectively, of the FSM.

III. CONVOLUTIONAL CODES AND THE ZERO-STATE FSM

Convolutional codes are conveniently described in terms of the delay-operator transform (\( \mathcal{D} \) transform) introduced by Huffman.

**Definition 1**

The \( \mathcal{D} \) transform of a sequence \( i_0, i_1, i_2, \ldots \) of digits from \( GF(q) \) is the formal power series

\[ I(\mathcal{D}) = i_0 + i_1\mathcal{D} + i_2\mathcal{D}^2 + \cdots \]  \hspace{1cm} (3)

The \( \mathcal{D} \) transform of a sequence of matrices (or vectors) is the matrix (or vector) whose \( ij \)th component is the \( \mathcal{D} \) transform of the sequence of \( ij \) components.
It should be observed that multiplication of a transform by $\mathfrak{D}$ corresponds to delaying the elements of the sequence by one time unit.

Let $i_0, i_1, i_2, \ldots$ be a sequence of $K$-dimensional column vectors over $GF(q)$, each of which constitutes a "block" of information digits to be transformed by some encoder into a sequence $v_0, v_1, v_2, \ldots$ of $N$-dimensional vectors, each of which constitutes a "block" of encoded digits by means of which the information is transmitted. A block linear code is defined by an $N \times K$ matrix $G$, called the generating matrix, such that

$$v_k = Gi_k, \quad k = 0, 1, 2, \ldots \tag{4}$$

The elementary condition for a code to be useful is that the information digits be unambiguously recoverable from the encoded digits, i.e., that (4) be uniquely solvable for $i_k$, which in turn is equivalent to the condition that $[G]=K$. This condition requires that $R = K/N \leq 1$, where $R$, the number of information digits per encoded digit, is called the code rate.

In 1955, Elias$^{[4]}$ generalized the concept of a block linear code to that of a so-called convolutional code.

**Definition 2**

A convolutional code of memory order $M$, $M < \infty$, is a code in which the encoded blocks are determined by

$$v_k = G_0 i_k + G_1 i_{k-1} + \cdots + G_M i_{k-M} \tag{5}$$

where each $G_j$ is an $N \times K$ matrix over $GF(q)$, and where by definition $i_0 = 0$ for $j < 0$.

Equation (5) can be written in terms of the $\mathfrak{D}$ transform as

$$V(\mathfrak{D}) = G(\mathfrak{D})I(\mathfrak{D}) \tag{6}$$

where

$$G(\mathfrak{D}) = G_0 + G_1 \mathfrak{D} + \cdots + G_M \mathfrak{D}^M. \tag{7}$$

The elementary condition for a code to be useful is then that $\operatorname{rank} [G(\mathfrak{D})]=K$, where the entries in $G(\mathfrak{D})$, each being a polynomial of degree $M$ or less, are considered as elements in the field of rational functions over $GF(q)$.

The preceding ideas are closely related to the zero-state response of the FSM (1). Application of Definition 1 to (1) under the assumption that $x(0)=0$ gives the transform relationship

$$Y(\mathfrak{D}) = T(\mathfrak{D})U(\mathfrak{D}) \tag{8}$$

where $T(\mathfrak{D})$ is the transfer matrix defined by

$$T(\mathfrak{D}) = C(\mathfrak{D}^{-1}I_n - A)^{-1}B + D \tag{9}$$

whose entries are rational functions in $\mathfrak{D}$. $I_n$ is of course the $n \times n$ identity matrix. Identification of $K$ with $m$, $i_k$ with $u(k)$, $N$ with $r$, and $v_k$ with $y(k)$, together with a comparison of (6) and (8), shows that the FSM defines a convolutional code, i.e., may serve as an encoder, if and only if the entries in $T(\mathfrak{D})$ are all polynomials (i.e., the FSM has finite input memory and can be realized by a feedback-free configuration of delay units, scalars, and $GF(q)$ adders) and rank $[T(\mathfrak{D})]=m$. The latter condition is equivalent to the requirement that

$$T(\mathfrak{D})U(\mathfrak{D}) = 0 \tag{10}$$

should imply the stronger condition

$$U(\mathfrak{D}) = 0. \tag{11}$$

The identity of (10) and (11) will be called input functional reproducibility. The term functional reproducibility was first introduced by Brockett and Mesarović in connection with the identity of the expressions $Y'(s)T(s)=0'$ and $Y'(s)=0'$ for the CDS (2), where the prime denotes transposition and $s$ is the Laplace variable. The identity of (10) and (11) may be viewed as a rigid observability requirement on the input of the FSM, whereas the Brockett–Mesarović condition is essentially a rigid controllability requirement on the output of the CDS, i.e., output functional reproducibility. Algebraic criteria for output functional reproducibility may be found in Brockett and Mesarović.$^{[4]}$ By duality, they may be applied to input functional reproducibility. It is interesting to note that input functional reproducibility is the condition needed by Perkins and Cruz to construct their classical sensitivity matrix for the CDS.$^{[6]}$

These ideas may be summarized in the following theorem.

**Theorem 1**

The FSM $(1)$ with $x(0)=0$ is an encoder for some convolutional code if and only if it has finite input memory and exhibits input functional reproducibility. Conversely, the encoder for a convolutional code can always be taken as some FSM $(1)$ with $x(0)=0$.

In light of the remarks above, it might seem advantageous in coding theory to remove the restriction that $M$ be finite when defining a convolutional code, i.e., to consider generalized codes such that any FSM (1) with input functional reproducibility would be a valid encoder. That such a generalization has no advantage follows from the next theorem.

**Theorem 2**

Corresponding to any FSM $(1)$ with $x(0)=0$ there is a second FSM $(1)$ with $x(0)=0$, having finite input memory and a one-to-one correspondence between input sequences, such that the responses to corresponding input sequences are identical.

The proof is easily obtained by noting that the entries in $T(\mathfrak{D})$ are rational functions, the denominators of which must have nonzero constant terms since the FSM (1) is always causal. Thus the least common multiple, $b(\mathfrak{D})$, of these denominators must also have nonzero constant term. Define the second FSM (1) by the transfer matrix

$$T^*(\mathfrak{D}) = b(\mathfrak{D})T(\mathfrak{D}) \tag{12}$$

which now specifies an FSM with finite input memory.
If $U(\mathcal{Y})$ is an input sequence for the first machine, define the corresponding input sequence for the second machine by

$$U^*(\mathcal{Y}) = U(\mathcal{Y})/b(\mathcal{Y})$$  \hspace{1cm} (13)

which is well defined since $b(0) \neq 0$. Clearly,

$$Y(\mathcal{Y}) = T(\mathcal{Y}) U(\mathcal{Y}) = T^*(\mathcal{Y}) U^*(\mathcal{Y}) = Y^*(\mathcal{Y})$$  \hspace{1cm} (14)

and the theorem follows.

This simple theorem has a number of interesting practical consequences in coding theory. In the first place, the whole purpose of coding is to correct transmission errors, and a decoder can be considered as a device that maps a received sequence into a (probable) valid encoded sequence $V(\mathcal{Y})$, or $Y(\mathcal{Y})$ in FSM terms. Thus the only aspect important for decoding is the set of encoded sequences, and Theorem 2 shows that the possible sets would not be enlarged by allowing infinite memory encoders. The theorem actually says somewhat more. In fact, an infinite memory encoder could be used (and might be advantageous in gaining an economical realization of the encoder), and the received sequence could be decoded by the same decoder as that used for the conventional finite memory encoder $T^*(\mathcal{Y})$. This decoder would yield the information sequence $U^*(\mathcal{Y})$ from which $U(\mathcal{Y})$ could be recovered by (13), i.e., by another finite memory device. This latter point is important since it guarantees that a decoding error in some digit of $U^*(\mathcal{Y})$ would not propagate indefinitely as errors in the digits of $U(\mathcal{Y})$.

IV. CYCLIC CODES AND THE ZERO-INPUT FSM

The present section takes up the question of cyclic codes.

**Definition 3**

A cyclic code is a block linear code in which the cyclic shift $(a_{N-1}, a_0, a_1, \ldots, a_{N-2})$ of a codeword $(a_0, a_1, \ldots, a_{N-2}, a_{N-1})$ is always again a codeword.\[1\]

It is customary in coding theory to identify the polynomial

$$a(x) = a_0 + a_1 x + \cdots + a_{N-1} x^{N-1}$$  \hspace{1cm} (15)

with the codeword $(a_0, a_1, \ldots, a_{N-1})$. A codeword is, of course, the “block” of encoded digits. It is known that for every cyclic code there is a unique monic (highest coefficient unity) polynomial $g(x)$ such that 1) $a(x)$ is a codeword if and only if $g(x)$ divides $a(x)$, and 2) $g(x)$ divides $x^N - 1$. Conversely, every $g(x)$ which divides $x^N - 1$ generates a cyclic code in this manner. See, for example, Peterson.\[7\]

The most powerful class of constructive codes presently known, the Bose-Chaudhuri-Hocquenghem codes, are cyclic codes. A systems approach has recently yielded considerable insight into the decoding procedure for these codes.\[7\]

Cyclic codes are closely related to the zero-input response of the FSM (1), i.e., the response when $u(k) = 0, k = 0, 1, 2, \ldots$. Under this assumption, (1) becomes

$$x(k) = A^k x(0)$$  \hspace{1cm} (16a)

$$y(k) = C A^k x(0)$$  \hspace{1cm} (16b)

The FSM (1) will be called periodic if there is a positive integer $T$ such that $y(T+k) = y(k)$ for all $k$ and all $x(0)$. The smallest such $T$ is the period.

**Lemma 1**

The FSM (1) is zero-input periodic if and only if there is a positive integer $T$, $T \leq q^N$, such that $C = C A^T$.

The lemma follows directly from (16b) and the fact that there are only $q^N$ distinct $n \times n$ matrices over $GF(q)$.

**Theorem 3**

Let the FSM (1) have a single output ($r = 1, C = c'$), and let $t$ be any positive integer. Furthermore, denote the finite sequence of outputs $\{y(0), y(1), \ldots, y(tT-1)\}$ as the response segment $Y_{tT}$ of FSM (1) corresponding to an initial vector $x(0)$. If the FSM has period $T$, then the set of $Y_{tT}$ corresponding to the set of $x(0)$ vectors forms a cyclic code.

In establishing Theorem 3, note first that the set of $Y_{tT}$ forms a linear vector space, for if $A_{tT}$ is the response segment corresponding to $x(0) = x_a$ and if $B_{tT}$ is the response segment corresponding to $x(0) = x_b$, then $\alpha A_{tT} + \beta B_{tT}$ is the response segment corresponding to $x(0) = \alpha x_a + \beta x_b$. The notation $\alpha A_{tT}$ denotes the finite sequence, each element of which is obtained by multiplying the corresponding element of $A_{tT}$ by $\alpha$. Finally, since the response segment $\{a_{tT-1}, a_t, a_{t+1}, \ldots, a_{tT-1}\}$ is just the response to the input vector $x(0) = A^{tT-1} x_a$, the above block linear code is a cyclic code.

It is next appropriate to inquire concerning the conditions under which a periodic FSM (1) can serve as an encoder for the cyclic code of Theorem 3 when the initial state $x(0)$ is taken as the information vector. For simplicity, let $t = 1$ in Theorem 3. Again, the elementary condition for the FSM (1) to serve as an encoder is that each initial state yield a distinct codeword $Y_T$, or equivalently that the initial state $x(0)$ be recoverable from $Y_T$. But it is known in coding theory that any $K$ consecutive code digits uniquely specify the codeword in a cyclic code,\[7\] where $K$ is the code dimension. In the present instance, the code dimension is $n$, so that the initial state must be recoverable from $Y_T$. These concepts are related to the state observability of the FSM (1).

**Definition 4**

The zero-input FSM (1) is $i$-step observable if $x(0)$ is uniquely determined by $Y_i$. 
Theorem 4

A single-output, periodic, zero-input FSM (1) is a cyclic encoder for the cyclic code specified in Theorem 3, when \( x(0) \) is regarded as the information vector, if and only if the FSM is \( n \)-step observable or, in the terminology of the CDS (2), completely state observable. Conversely, every cyclic code may be encoded in this manner by some single-output, periodic, zero-input FSM (1).

The converse follows from the well-known fact\(^{13}\) that any cyclic code can be encoded by a \( K \)-stage linear feedback shift register whose initial state is the information vector.

The FSM (1) is said to be nonsingular if \( A \) is nonsingular. It is interesting to note that any FSM (1) which is a cyclic encoder must be nonsingular. For if \( c' = c' A^T \) but \( A^T \not= I_n \), as must be the case if \( A \) is singular, for otherwise \( A^{-1} = A^T \), then there is some state \( x_t \) such that \( x_t \neq A^T x_0 \). But then the response segment corresponding to \( x(0) = x_t \) is identical to the response segment corresponding to \( x(0) = A^T x_t \), and such an FSM violates the elementary condition for an encoder. See also Ash.\(^{14}\)

Application of Definition 1 to (16) yields the relation

\[
Y(\mathcal{D}) = C (I_n - \mathcal{D} A)^{-1} x(0) = P(\mathcal{D}) x(0) / h(\mathcal{D}) \quad (17)
\]

where \( P(\mathcal{D}) \) is a matrix of polynomials in \( \mathcal{D} \) of degree \( n-1 \) or less and \( h(\mathcal{D}) = \det (I_n - \mathcal{D} A) = 1 + h_1 \mathcal{D} + \cdots + h_n \mathcal{D}^n \). Note that \( h_n = \det (-A) \). Letting

\[
P(\mathcal{D}) = P_0 + P_1 \mathcal{D} + \cdots + P_{n-1} \mathcal{D}^{n-1} \quad (18)
\]

it follows from (17) that

\[
P_1 = C (A + h_1 A^{-1} + \cdots + h_n I_n) \quad (19)
\]

Equation (19) is simply deduced by solving the identity

\[
(I_n - \mathcal{D} A) (Q_0 + Q_1 \mathcal{D} + \cdots + Q_{n-1} \mathcal{D}^{n-1}) = h(\mathcal{D}) I_n \quad (20)
\]

recursively for \( Q_i \) and identifying \( P_1 = C Q_1 \), analogous to the well-known procedure for the CDS (2).\(^{10}\)

For the single-output case, \( C \) may be written as \( c' \) and \( P(\mathcal{D}) \) as \( p(\mathcal{D}) \). Accordingly from (18) it follows that

\[
p'(\mathcal{D}) x(0) = p_0 x(0) + p_1 x(0) \mathcal{D} + \cdots + p_{n-1} x(0) \mathcal{D}^{n-1} \quad (21)
\]

is a polynomial of degree \( n \) or less; furthermore, (21) can be made equal to any prescribed (degree \( n \) or less) polynomial, for some \( x(0) \), if and only if the row vectors \( c', c' A, \cdots, c' A^{n-1} \) are linearly independent, which is the usual condition for \( n \)-step observability. If \( p'(\mathcal{D}) x(0) = -b(\mathcal{D}) \), where \( b(\mathcal{D}) \) may be viewed as an information polynomial, in one-to-one correspondence with \( x(0) \), and if \( T \) is the least integer such that \( h(\mathcal{D}) \) divides \( \mathcal{D}^T - 1 \), and such a \( T \) always exists for any polynomial \( h(\mathcal{D}) \) over \( GF(q) \) such that \( h(0) \neq 0 \), then (17) becomes

\[
Y(\mathcal{D}) = -b(\mathcal{D}) / h(\mathcal{D}) = b(\mathcal{D}) g(\mathcal{D}) / (1 - \mathcal{D}^T) \quad (22)
\]

where

\[
g(\mathcal{D}) = (\mathcal{D}^T - 1) / h(\mathcal{D}) \quad (23)
\]

But (22) can be rewritten in the form

\[
Y(\mathcal{D}) = b(\mathcal{D}) g(\mathcal{D}) (1 + \mathcal{D}^T + \mathcal{D}^{2T} + \cdots) \quad (24)
\]

which is displayed as the transform of a periodic sequence of period \( T \) whose first period has the transform \( b(\mathcal{D}) g(\mathcal{D}) \). But the set of polynomials \( b(\mathcal{D}) g(\mathcal{D}) \), as \( b(\mathcal{D}) \) varies over all polynomials of degree \( n \) or less, is just the cyclic code generated by \( g(\mathcal{D}) \). Thus the specific cyclic code associated with a given FSM in Theorem 4 can be easily identified.

Instead of approaching the description of FSM's and cyclic encoders initially through Theorems 3 and 4, it is also possible to begin by construction, i.e., by (17) through (24). In this case the observability conditions arise in connection with undesirable cancellations in

\[
Y(\mathcal{D}) = \mathcal{D}^{-1} C (\mathcal{D}^{-1} I_n - A)^{-1} x(0) \quad (25)
\]

Finally, it seems possible that the problem of solving for \( x(0) \), when \( b(\mathcal{D}) \) is given, could be attacked by modifying the inner product lemma of Liu and Leake\(^{11}\) for application in \( GF(q) \).

V. Controllability, Observability, and Burst Correction

The present discussion relates the basic burst correction property of convolutional codes to observability and controllability conditions and thereby outlines a procedure for the construction of FSM's with rigid restrictions in this regard.

Definition 5

The FSM (1) is \( i \)-step controllable if, for every prescribed state \( e \) and initial state \( x(0) \), there is an input sequence \( u(0), u(1), \cdots, u(i-1) \) such that \( x(i) = e \). This is the case if and only if the \( n \times im \) matrix

\[
[B \ AB \ A^2 B \ \cdots \ A^{i-1} B] \quad (26)
\]

has rank \( n \).\(^{13}\) For \( i = n \), Definition 5 is equivalent to that introduced by Kalman et al.\(^{11}\) for the CDS (2). For \( i < n \), Definition 5 is closely related to the recent correspondence by Chen et al.\(^{14}\)

Consider now a convolutional code with finite input memory \( M \).

Definition 6

A convolutional code with finite input memory \( M \) is said to be a basic burst correcting code if the information sequence can be recovered from the corrupted encoded sequence provided that, if \( y(i) \) has any corrupted digits, the following \( M \) outputs \( y(i+1), y(i+2), \cdots, y(i+M) \) are error free. Suppose now that \( m = r - 1 \), that is, the output contains just one more digit than the input.
Furthermore, suppose that the first \( r - 1 \) components of \( y(i) \) are just the components of \( u(i) \). A code with this property, in which the information digits appear unchanged among the encoded digits, is said to be systematic. Under these assumptions, the transfer matrix \( T(\mathcal{D}) \) may be written

\[
T(\mathcal{D}) = (I_{r-1} \mid \mathfrak{g}(\mathcal{D}))'
\]  

(27)

where \( \mathfrak{g}(\mathcal{D}) \) is a column vector whose \( i \)-th component \( G_{i}(\mathcal{D}) \) is a polynomial of degree \( M \) or less. These polynomials may be specified by the \((M+1) \times r\) matrix \( S \) whose first column is \((1 \, 0 \cdots 0)\) and whose \((i+1)\)-th column read downward gives the coefficients of \( G_{i}(\mathcal{D}) \). If a basic burst correcting code with parameters \( M \) and \( r \) exists, Preparata\textsuperscript{19} has shown that there exists such a code for which

\[
S = [L_{r} \mid P']
\]  

(28)

where \( P \) is some \((M+1-r) \times r\) matrix, and that a necessary condition for this existence is just \( M \leq 2r-1 \).

**Definition 7**

A basic burst correcting convolutional code with parameters \( M \) and \( r \) is said to be optimal if \( M = 2r - 1 \).

For an optimal code, \( S \) is a \( 2r \times r \) matrix.

Now let \( 0 \) be a \((2r-1)\)-dimensional null column vector. Then a shifting matrix

\[
L = \begin{bmatrix} 0' & 0 \\ I_{2r-1} & 0 \end{bmatrix}
\]  

(29)

can be defined, and an optimal code is characterized by the following theorem.

**Theorem 5 (Preparata)**

A \( 2r \times r \) matrix \( S \) of the form (28) describes an optimal code if and only if the matrices

\[
[S \mid LS], \quad i = 1, 2, \cdots, r - 1
\]  

(30)

have rank \( 2r \), that is, are nonsingular. Accordingly, from Definition 5 and Theorem 5, Theorem 6 follows.

**Theorem 6**

A \( 2r \times r \) matrix \( S \) of the form (28) describes an optimal, systematic, basic burst correcting code if and only if the FSM (1), with \( A = L' \) and \( B = S \), is 2-step controllable for \( i = 1, 2, \cdots, r - 1 \).

The utility of Theorem 6 follows from the fact that Berlekamp\textsuperscript{17} and Preparata have independently shown that optimal codes exist for every \( r \) and have given constructive procedures for finding the associated \( S \) matrix. The discussion here, therefore, shows that this procedure is also a synthesis technique for linear, time-invariant FSM’s with a very rigid controllability requirement. By duality, a similar argument establishes a procedure for determining FSM’s with a rigid observability property.

**VI. Structural Properties in the CDS**

Since 1962, the CDS (2) has been repeatedly examined with respect to its structural properties. The results of such investigations are usually stated algebraically in terms of the matric properties of the characterizing arrays \((A, B, C, D)\). For example, matrices of the form \( CA_{k}B \) have been used by Kreindler and Sarachik\textsuperscript{18} to test for output controllability, by Brockett and Mesrovic to test for functional reproducibility, by Cruz and Perkins to test for signal and parameter invariance\textsuperscript{19} and more recently by Falb and Wolovich\textsuperscript{20} to characterize their solution to the long studied problem of decoupling the variables in a multivariable system by means of state feedback. In this final section, it is shown that the clarity and simplicity of an elementary argument well known to analysts of the FSM (see, for example, Gill\textsuperscript{11}) offers a conceptually simple alternative for the description of these properties.

For brevity of presentation, and with no loss of generality, let \( D = 0 \). With each threetuple \((A, B, C)\) associate an all-integrator block diagram in the manner indicated in Fig. 1.

**Definition 8**

The \( i \)-th element, \( B_{ii} \), of the matrix \( B \) in (2) is the path gain from the input \( u_i \) to the input of the integrator whose output is denoted by \( x_i \) (Fig. 1). Analogously, \( A_{ij} \) is the path gain from the output of the integrator associated with \( x_j \) (more simply the \( j \)-th integrator) to the input of the \( i \)-th integrator, and \( C_{ij} \) is the path gain from the output of the \( j \)-th integrator to the output \( y_i \).

**Lemma 2**

The \( i \)-th element, \((A^{k}B)_{ij} \), of the matrix \( A^{k}B \) is the sum of the path gains from input \( u_j \) to integrator input \( i \), where each path passes through exactly \( k \) integrators.

The proof is a straightforward induction. By definition \( B_{ij} \) is the path gain from \( u_j \) to integrator input \( i \), where the path passes through no integrators \((k = 0)\). Next examine \((A B)_{ij} \), which corresponds to \( k = 1 \). Writing \((A B)_{ij} \) as an nfold sum over \( m_1 \) of elements \( A_{k m_1} B_{m_1 j} \), and identifying each such element as the product of the path gain from input \( u_j \) to integrator input \( m_1 \) with the path gain from integrator output \( m_1 \) to integrator input \( i \), it follows that \((A B)_{ij} \) is just the sum of the path gains from input \( u_j \) to integrator input \( i \), where each path passes through exactly one integrator. The lemma follows in an obvious manner and leads immediately to the following result.

**Theorem 7**

The \( i \)-th element, \((CA^{k}B)_{ij} \), of \( CA^{k}B \) is the sum of the path gains from input \( u_j \) to output \( y_i \), where each path passes through exactly \( k + 1 \) integrators.

Note that Definition 8 and Theorem 7 do not assume nontouching or nonrepetitive paths. The only restriction is on the number of integrators (not necessarily distinct) through which the path passes.
Because of space limitations, applications of Theorem 7 will be limited to two short examples. Further applications will be apparent to analysts familiar with the CDS (2). Consider first the question of state-variable decoupling in multivariable systems. It is known that the CDS \( (A, B, C) \), where \( m = r \), can be decoupled (i.e., one input controls only one output) by a state-variable feedback of the form \( u(t) = Fx(t) + Gu(t) \), where \( G \) is nonsingular and \( c(t) \) is the new input, if and only if the row vectors \( c_i A^i B, i = 1, 2, \ldots, m \), are linearly independent. The row vector \( c_i \) is the \( i \)th row of \( C \), and \( d_i \) is the minimum integer in the set \( 0, 1, \ldots, n - 1 \) such that \( c_i A^{d_i} B \neq 0 \).

From Theorem 7 it follows that the \( j \)th component of the row vector \( c_i A^j B \) is the sum of the path gains from input \( u_j \) to output \( y_j \), where each path passes through exactly \( d_i + 1 \) integrators. Accordingly, the vector \( c_i A^j B \) represents the relative effects of the \( m \) inputs \( u_j \), \( j = 1, 2, \ldots, m \), on the output \( y_j \), after \( d_i + 1 \) integrations, or equivalently after the minimum number of integrations which is necessary to observe an output at \( y_i \). Thus Theorem 7 can be used to give alternative interpretations for structural conditions.

Another application of the result, for low-order systems in which the all-integrator block diagram description is useful for design, is in the construction and modification of such matrix test arrays. The following example is due to Falb and Wolovich. The characterizing theorems are to be

\[
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0' & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

for which an all-integrator diagram in Fig. 2 has been drawn. By Theorem 7, \( c_i A^{d_i} B \) is immediately identified as \( c_i B \), since there is a nonzero gain path from \( u_i \) to \( y_i \), and is given by inspection from the diagram by the row vector \( (0 1) \). Similarly, \( c_i A^{d_i} B = c_i A^{d_i} B \), since the first path from any input to \( y_i \) is from \( u_i \) and passes through three integrators, and \( c_i A^{d_i} B = (1 0) \) also by inspection of Fig. 2. Thus Theorem 7 can be used in low-order systems to construct matrix arrays for structural properties, in much the same way that the Mason gain formula is applied in such cases. In many cases, including the above example, application of Theorem 7 is simpler than direct matrix multiplications. The simplicity of Theorem 7 also points the way toward modification of the system to improve the structural properties.

VII. Conclusions

The purpose of this investigation was to establish explicit interconnections between the results of coding theory, automata theory, and continuous system theory. The paper achieves these objectives in a twofold manner. First, it establishes basic and characteristic results from which further work might proceed. In this regard, consider Theorems 1 and 4 on convolutional and cyclic codes, respectively. Second, it gives explicit examples of benefits accruing to each of these areas from the others; specific cases of these are Theorems 6 and 7 pertaining to structural conditions in automata and continuous systems. By pointing out specific parallelisms between coding, automata, and continuous system theories, the work clearly indicates the advantages of an increased exchange of ideas between these disciplines. By providing basic coding results in a framework which is more accessible to nonspecialists, the work increases the opportunity for such an exchange of ideas.
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