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Abstract—Previous space applications of sequential decoding have all employed convolutional codes of the systematic type where the information sequence itself is used as one of the encoded sequences. This paper describes a class of rate 1/2 nonsystematic convolutional codes with the following desirable properties: 1) an undetected decoding error probability verified by simulation to be much smaller than for the best systematic codes of the same constraint length; 2) computation behavior with sequential decoding verified by simulation to be virtually identical to that of the best systematic codes; 3) a "quick-look-in" feature that permits recovery of the information sequence from the hard-decisioned received data without decoding simply by modulo-two addition of the received sequences; and 4) suitability for encoding by simple circuitry requiring less hardware than encoders for the best systematic codes of the same constraint length. Theoretical analyses are given to show 1) that with these codes the information sequence is extracted as reliably as possible without decoding for nonsystematic codes and 2) that the constraints imposed to achieve the quick-look-in feature do not significantly limit the error-correcting ability of the codes in the sense that the Gilbert bound on minimum distance can still be attained under these constraints. These codes have been adopted for use in several forthcoming space missions.

I. INTRODUCTION

THE DEEP-SPACE channel can be accurately modeled as the classical additive white Gaussian noise channel. Sequential decoding of convolutional codes is the best presently known technique for making
efficient use of the deep-space channel [1]. In this paper, we describe a class of convolutional codes developed especially for use with sequential decoding on the deep-space channel that offers advantages in undetected error probability and in ease of implementation over the convolutional codes previously used on the deep-space channel. In the remainder of this section, we present the background material in convolutional coding needed for the description and analysis of these new codes.

Let $i_0, i_1, i_2, \cdots$ be a sequence of binary information digits which are to be encoded into a convolutional code. It is convenient to represent such a sequence by its $D$ transform

$$I(D) = i_0 + i_1D + i_2D^2 + \cdots.$$ 

A rate $R = 1/N$ convolutional encoder of memory order $m$ is simply a single-input $N$-output linear sequential circuit whose outputs at any time depend on the present input and the $m$ previous inputs. The $N$ output sequences are the encoded sequences for the input information sequence and are interleaved into a single stream for transmission over the noisy communications channel. Letting $T^{(j)}(D)$ be the $D$ transform of the $j$th encoded sequence, that is

$$T^{(j)}(D) = t_0^{(j)} + t_1^{(j)}D + t_2^{(j)}D^2 + \cdots,$$

we can represent the encoder by $N$ transfer functions

$$G^{(j)}(D) = g_0^{(j)} + g_1^{(j)}D + \cdots + g_m^{(j)}D^m$$

in the manner that

$$T^{(j)}(D) = I(D)G^{(j)}(D)$$

(1)

where all additions and multiplications in the evaluation of (1) are carried out in modulo-two arithmetic (i.e., in the finite field of two elements). In coding terminology, the transfer functions $G^{(j)}(D)$ are called the “code generating polynomials” of the convolutional code.

The convolutional code is said to be “systematic” if

$$T^{(1)}(D) = I(D)$$

(2)

or equivalently if

$$G^{(1)}(D) = I(D)$$

(3)

(If $T^{(j)}(D) = I(D)$, for some $j \neq 1$, we exchange the labels on the first and $j$th output terminals and still consider the code to be systematic.) A systematic convolutional code is thus just simply one in which the first transmitted sequence is the information sequence itself.

The span of $(m + 1)N$ encoded digits generated by the encoder at times 0, 1, $\cdots$, $m$ are all of the encoded digits affected by the first information digit $i_0$ and are called the “initial code word” [2], and the number $n_1 = (m + 1)N$ is called the “constraint length” of the code. The “minimum distance” $d_m$ of the code is the fewest number of positions in which two initial code words arising from different values of $i_0$ are found to differ, and it is easily shown that $d_m$ is equal to the fewest number of nonzero digits in any initial code word with $i_0 = 1$.

II. SYSTEMATIC VERSUS NONSYSTEMATIC CODES

The principal advantage of systematic codes is that the information sequence is simply recoverable from the encoded sequences by virtue of (2). Suppose that, as is the case in many applications, hard decisions are made at the receiver on each transmitted digit. The $j$th hard-decision received sequence

$$R^{(j)}(D) = r_0^{(j)} + r_1^{(j)}D + r_2^{(j)}D^2 + \cdots$$

may then be expressed as

$$R^{(j)}(D) = T^{(j)}(D) + E^{(j)}(D)$$

(4)

where the addition is again modulo-two, and

$$E^{(j)}(D) = e_0^{(j)} + e_1^{(j)}D + e_2^{(j)}D^2 + \cdots$$

is the sequence of errors in the hard decisions, that is $e_0^{(j)} = 1$ if and only if $r_0^{(j)} \neq t_0^{(j)}$. For many engineering purposes such as synchronization and monitoring, it is desirable to get reasonably good estimates of the information digits directly from the hard-decisioned received sequences without employing the lengthy decoding process which is often carried out at a remote site much later in time. In systematic codes, since by (2) and (4)

$$R^{(j)}(D) = I(D) + E^{(j)}(D)$$

(5)

the digits in $R^{(j)}(D)$ can be taken directly as the estimates of the information digits with the same reliability as the hard decisions themselves. In nonsystematic codes where (2) does not hold, this convenience is lost, a fact which has been a major deterrent in the use of nonsystematic codes.

Wozencraft and Reifen [3] have shown that for any nonsystematic code there is a systematic code with precisely the same set of initial code words for $i_0 = 1$ and thus with the same minimum distance $d_m$. This result showed that there was no advantage for nonsystematic codes when used with decoders such as threshold decoders [2] which make their decoding decision for $i_0$ on the basis of the initial code word only. This fact seems to have caused the possible advantages of nonsystematic codes with other type decoders to be often overlooked.

A final factor mitigating against the use of nonsystematic codes has been a psychological reluctance to entrust data to any code where the data do not appear explicitly in the encoded output based on the twin fears that such encoders would be more difficult to implement, and that catastrophic errors might occur in the recovery of the data from the hard-decisioned received sequences.

On the other hand, recent results [4]–[6] have confirmed the inherent superiority in undetected decoding error probability of nonsystematic codes over systematic codes when used with sequential decoders [7], [8] and maximum likelihood decoders [9] which may examine received digits well beyond the initial code word before
making the decoding decision on $i_0$. The error probability of such decoders is most closely related to the code parameter “free distance,” $d_{\text{free}}$, which is defined as the fewest number of positions in which the entire encoded sequences can differ for $i_0 = 0$ and $i_0 = 1$. It is easily shown that $d_{\text{free}}$ is equal to the fewest number of nonzero digits in any entire encoded output for $i_0 = 1$. Costello [5] has shown that for a given memory order $m$ more free distance can be obtained with nonsystematic codes than with systematic codes.

The preceding considerations led the authors to look for nonsystematic convolutional codes which would exhibit good performance with sequential decoders but would also retain as much as possible the ease of extracting the information digits from the hard-decided received sequences characteristic of systematic codes. The remainder of this paper describes the successful outcome of such a search for rate $R = 1/2$ codes. The rate $R = 1/2$ was chosen as the rate of greatest practical interest in deep-space applications, since the resultant doubling of bandwidth compared to no coding suffices to attain within 1 dB the total gain possible by coding [1] but does not lower the energy per transmitted bit unacceptably for the operation of the receiver tracking loops. The extension to lower rates of the form $R = 1/N$ should be evident to the reader.

### III. Quick-Look-In Nonsystematic Codes

It has been shown [10] that in order to avoid “catastrophic error propagation,” i.e., to avoid a finite number of errors in estimating the encoded sequences from being converted to infinitely many errors in estimating the information digits, the necessary and sufficient condition is that the encoder should possess a feedforward (FF) inverse. An FF inverse for an $R = 1/N$ encoder is simply an $N$-input single-output linear sequential circuit with polynomial transfer functions $P_j(D)$, $j = 1, 2, \ldots, N$, such that

$$\sum_{j=1}^{N} P_j(D)T^{(j)}(D) = D^k I(D). \tag{6}$$

That is, passing the encoded sequences through the FF inverse, results in recovering the information sequence except for a possible delay of $L$ time units. With the use of (1), (6) may be rewritten as

$$\sum_{j=1}^{N} P_j(D)G^{(j)}(D) = D^k. \tag{7}$$

For the special case $N = 2$, i.e., $R = 1/2$, (6) and (7) become

$$P_1(D)T^{(1)}(D)+P_2(D)T^{(2)}(D) = D^k I(D) \tag{8}$$

and

$$P_1(D)G^{(1)}(D)+P_2(D)G^{(2)}(D) = D^k. \tag{9}$$

(Note that for the special case of a systematic code (3) implies that (9) is satisfied by the simple choice $P_1(D) = 1$, $P_2(D) = 0$, i.e., the FF inverse is entirely trivial.)

Equation (8) suggests forming an estimate of the information sequence $I(D)$ by passing the hard-decision estimates $R^{(1)}(D)$ and $R^{(2)}(D)$ of $T^{(1)}(D)$ and $T^{(2)}(D)$ through the FF inverse. The resulting estimate is given by

$$P_1(D)R^{(1)}(D)+P_2(D)R^{(2)}(D) = D^k[I(D)+\Delta(D)] \tag{10}$$

where

$$\Delta(D) = \delta_0 + \delta_1D + \delta_2D^2 + \cdots$$

is the sequence of errors in the estimated information digits. The use of (4) and (8) in (10) then gives

$$P_1(D)E^{(1)}(D)+P_2(D)E^{(2)}(D) = D^k \Delta(D) \tag{11}$$

which is the basic equation relating the errors in the hard-decisioned received sequences to the errors in the estimated information digits. Suppose, as would be the case for the deep-space channel, that each hard-decisioned received digit has probability $p$ of being in error independently of the other digits, i.e., $e_p(D) = 1$ with probability $p$ independently of the value of the other error digits. It follows from (11) that if $p \ll 1$ then $\delta_i = 0$ for $i > 0$ with probability $p$ times the total number of nonzero terms in the polynomials $P_1(D)$ and $P_2(D)$. Letting $W[P_1(D)]$ denote the number of nonzero terms in $P_1(D)$, i.e., the “Hamming weight” of $P_1(D)$, we may write the probability of error $p_e$ in the estimated information digits for $p \ll 1$ as

$$p_e = [W[P_1(D)]+W[P_2(D)]]p. \tag{12}$$

We call the quantity

$$A = W[P_1(D)]+W[P_2(D)] \tag{13}$$

appearing in (12) the “error amplification factor” since it relates the increased error probability at the output of the FF inverse to the input error probability. We note that $A$ takes on its minimum possible value of 1 for systematic codes where we may choose $P_1(D) = 1$ and $P_2(D) = 0$.

For nonsystematic codes, the minimum possible error amplification factor is $A = 2$ and is attained for codes which permit $P_1(D) = P_2(D) = 1$. For such codes, we note from (10) that

$$R^{(1)}(D)+R^{(2)}(D) = D^k[I(D)+\Delta(D)] \tag{14}$$

so that the FF inverse which forms the estimates of the information digits from the hard-decisioned received sequences is instrumented simply by a single modulo-two adder which adds these sequences together. We note also from (9) that the choice $P_1(D) = P_2(D) = 1$ is possible if and only if

$$G^{(1)}(D)+G^{(2)}(D) = D^k \tag{15}$$

that is if and only if the two code generating polynomials differ only in a single term. We call any $R = 1/2$ nonsystematic convolutional code satisfying (15) a quick-look-in code, and note that such codes permit recovery of the information sequence $I(D)$ from the hard-deci-
sioned received sequences using a single modulo-two adder and with the minimum error amplification factor of 2 for nonsystematic codes.

Quick-look-in codes allow the information sequence to be recovered from the hard-decisioned received sequences almost as simply and as reliably as do systematic codes. It remains to show that there are quick-look-in codes which give better performance with sequential decoding than the best systematic codes with the same constraint length.

IV. SEQUENTIAL DECODING CONSIDERATIONS AND CODE CONSTRUCTION

There are two important characteristics of a convolutional code when used with a sequential decoder, namely the undetected error probability in the decoder output and the distribution of computation. The latter arises from the fact that the amount of computation with sequential decoding is a random variable. The code parameters most closely related to computational performance are the "column distances" $d_k$, $k = 0, 1, \ldots, m$ where $d_k$ is defined [11] as the minimum distance of the code of memory order $k$ obtained by dropping all terms of degree greater than $k$ from the original code generating polynomials. For instance, $d_1$ is the minimum distance of the code of memory order 1 with code generating polynomials $g_0^{(1)} + g_1^{(1)}D$ and $g_0^{(2)} + g_1^{(2)}D$. It is readily checked that $d_0 = 2$ is obtained if and only if $g_0^{(1)} = g_0^{(2)} = 1$, and that $d_1 = 3$ if and only if $d_0 = 2$ and the values of $g_0^{(1)}$ and $g_1^{(2)}$ are different. Simulations have shown that the amount of computation is acceptably large if $d_1 < 3$, essentially because the distance between the upper and lower halves of the encoding tree [8] is not increasing rapidly enough to permit early rejection by the decoder of an incorrect hypothesis of $\omega$. These considerations suggest restricting the search for codes to be used with sequential decoding to those for which

$$g_0^{(1)} + g_1^{(1)}D = 1 \tag{16a}$$

and

$$g_0^{(2)} + g_1^{(2)}D = 1 + D. \tag{16b}$$

From (15), we see that the only quick-look-in codes satisfying (16) are those for $L = 1$, namely those for which

$$G^{(1)}(D) + G^{(2)}(D) = D. \tag{17}$$

Simulations of $R = 1/2$ convolutional codes have shown that while $d_1$ is the main determiner of good computational performance, the further column distances $d_0$, $d_0$, $\ldots$ should grow as rapidly as possible to minimize the need for long searches into the encoding tree before an incorrect hypothesis of $\omega$ is rejected. This suggests the desirability of those quick-look-in codes satisfying (16) and (17) and constructed by choosing $g_0^{(1)}$, $g_0^{(3)}$, $\ldots$, $g_0^{(m)}$ (which by (17) coincide with $g_0^{(2)}$, $g_0^{(3)}$, $\ldots$, $g_0^{(m-1)}$) in order so that the choice of $g_0^{(1)}$ maximizes $d_1$. This does not yet uniquely specify the code, since either choice of $g_0^{(1)}$ will occasionally give the same $d_1$.

The parameter of the code most affecting the undetected error probability of the decoder output is the free distance $d_{\text{free}}$. It has been empirically observed that for a given $d_{\text{free}}$, a large $d_{\text{free}}$ is associated with a high density of "ones" in the code generating polynomials. This suggests that in the preceding procedure the choice $g_0^{(1)} = 1$ should be made whenever either choice gives the same $d_1$. Note that this rule now uniquely specifies a quick-look-in code of memory order $m$ which can be constructed by the following algorithm.

Algorithm 1:

Step 1: Choose $g_0^{(1)} = g_0^{(2)} = g_0^{(2)} = 1$, and $g_1^{(1)} = 0$. Set $d_1 = 3$ and set $k = 2$.

Step 2: Set $g_k^{(1)} = g_k^{(2)} = 0$ and compute $d_k$. If $d_k > d_{k-1}$, go to step 4.

Step 3: Set $g_k^{(1)} = g_k^{(2)} = 1$.

Step 4: If $k = m$, stop. Otherwise increase $k$ by 1 and go to step 2.

Three comments about this algorithm are in order. First, there is no necessity to recompute $d_k$ in step 3 since it can be shown if setting $g_k^{(1)} = g_k^{(2)} = 0$ does not cause $d_k$ to exceed $d_{k-1}$ then neither does setting $g_k^{(1)} = g_k^{(2)} = 1$. Second, if $d_k > d_{k-1}$ in step 2, then it must be that $d_k = d_{k-1} + 1$. This implies that $d_k$ will be given exactly by adding 3 (the value of $d_{k-1}$ the first time step 2 is executed) to the number of zeros among $g_k^{(1)}$, $g_k^{(2)}$, $\ldots$, $g_k^{(m)}$. These facts can be proved easily from consideration of the generator matrix [3] of the convolutional code. Thirdly, the only computationally involved part of the algorithm is the calculation of $d_k$ in step 2. The simplest way to compute $d_k$ is by a sequential decoding type search as suggested by Forney [12].

Algorithm 1 was programmed for the UNIVAC 1107 computer in the University of Notre Dame Computing Center with $m = 47$ (code constraint length $n_A = (m + 1)N = 96$ digits). The algorithm yielded the following generators:

$$G^{(1)} = [533,533,676,737,355,3]_a \tag{18a}$$

and

$$G^{(2)} = [733,533,676,737,355,3]_a \tag{18b}$$

where we have adopted the convention of specifying a polynomial by its sequence of binary coefficients written in octal. For example, $G^{(1)} = [53]_a$ denotes the polynomial $G^{(1)}(D) = 1 + D^3 + D^4 + D^5$ since 53 is octal for the binary sequence 101011.

It should be clear that the codes obtained from Algorithm 1 are "nested" in the sense that the code of memory order $m'$, $m' < m$, can be obtained by dropping the terms of degree greater than $m'$ from the code generating polynomials of the latter code. Thus (18) serves to specify all the codes with memory order $m = 47$ or less given
by Algorithm 1. For instance, the code with memory order \( m = 35 \) has the code generating polynomials

\[
G^{(1)} = [533,533,676,737]_s
\]  

(19a)

and

\[
G^{(2)} = [733,533,676,737]_s.
\]  

(19b)

The code with \( m = 31 \) has been selected by the National Aeronautics and Space Administration (NASA) for use in the Pioneer F/G Jupiter fly-by mission. Since there are 8 zeros among \( g_1^{(1)}, g_2^{(1)}, \ldots, g_8^{(1)} \), it follows that this code has minimum distance \( d_{\text{min}} = 3 + 8 = 11 \). Using the Jet Propulsion Laboratory (JPL) hard-ware sequential decoder to search for a minimum weight encoded sequence, Layland [13] verified that this code had free distance \( d_{\text{free}} = 23 \). This large value of free distance ensures extremely low undetected error probability when the code is sequentially decoded. This same code has also been selected by the German Institute for Space Research (GFW) for use in its HELIOS probe. The code with \( m = 23 \) is being used by NASA in the study phase of the Planetary Explorer program.

V. PERFORMANCE WITH SEQUENTIAL DECODING

To verify the effectiveness with sequential decoding of the quick-look-in codes of Algorithm 1, the code with memory order \( m = 35 \) was tested on several simulated channels together with the best known \( m = 35, R = 1/2 \), systematic code, namely the adjoint [14] of Forney’s extension [12] of one of Bussgang’s optimal codes. This systematic code has the code generating polynomials

\[
G^{(1)} = [400,000,000,000]_s
\]  

(20a)

and

\[
G^{(2)} = [715,473,701,317]_s.
\]  

(20b)

The two codes were tested on both the binary symmetric channel and the additive white Gaussian noise (deep-space) channel as simulated on the UNIVAC 1107 computer which was also used to do the sequential decoding. Data were encoded into frames of 256 information bits followed by 35 zero bits to truncate the memory of the code. For the Gaussian channel, the output digits were quantized to 8 levels (3 bit quantization) in the manner suggested by Jacobs [1]. The Fano sequential decoding algorithm [7] was used for decoding and up to 50,000 computations were allowed to decode each frame. Frames requiring more than 50,000 computations were considered “erased” by the decoder. A computation was defined to be any “forward look” in the Fano algorithm. One thousand frames were decoded on each channel that was simulated.

Binary symmetric channels (BSC) with channel error probability \( p = 0.045 \) and 0.057 were simulated. For these values of \( p \), the code rate \( R = 1/2 \) is equal to \( R_{\text{comp}} \) and \( 1.1 \times R_{\text{comp}} \) respectively, where \( R_{\text{comp}} \) is the computational cutoff rate of the sequential decoder [8]. The results of this simulation are given in Tables I and II. These results show little difference in the distribution of computation between the nonsystematic and the systematic code but show a dramatic difference in undetected error probability in the decoder output. In fact, no decoding errors whatsoever were committed with the nonsystematic code. For the noisier \( (p = 0.057) \) binary symmetric channel, it appears at first glance that the systematic code gives a reduced probability of large computational loads so that only 10 percent of the frames were erased compared to 25 percent for the nonsystematic code. It must be noted, however, that the undetected error probability was 10 percent for the systematic code. Thus, 15 percent of the frames are erased with the nonsystematic code but not with the systematic code, but the latter code gives incorrect decoding two-thirds of the time for these frames. In other words, the apparent improvement in computation is the result of decoding er-
ronously and is a "fools rush in where angels fear to tread" phenomenon.

Tables I and II also give the simulation results for the Gaussian channel with \( E_b/N_0 = 2 \) (3 dB) where \( E_b \) is the transmitted energy per information bit and \( N_0 \) is the one-sided noise power spectral density. No decoding errors were observed for either code, and the distributions of computation are virtually identical. The code rate \( R = 1/2 \) is equal to \( R_{\text{comp}} \) for the quantized channel. Comparison to the binary symmetric channel with \( R = R_{\text{comp}} \) \( (p = 0.045) \) shows essentially identical performance on both channels.

The conclusions of these simulations are that the nonsystematic quick-look-in code gives comparable computational performance but gives much lower undetected error probability than the best systematic code of the same memory order. In the next section, we show the rather surprising fact that the encoder for the nonsystematic code is also easier to implement.

VI. Encoder Implementation

The obvious realization for an \( R = 1/2 \) convolutional encoder is shown in Fig. 1 and is seen to require

\[
W[G^{12}(D)] + W[G^{13}(D)] = 2
\]

two-input modulo-two adders as well as two necessary delay cells for storing the past \( m \) information bits. This realization of the encoder for the systematic code of (20) requires 21 modulo-two adders and is the customary encoding circuit for this code. For the quick-look-in nonsystematic code of (19), this realization of the encoder would require 63 modulo-two adders, this large number resulting from the fact that about three-fourths of the coefficients in the generators are ones.

A simple "trick" can be used to reduce the number of modulo-two adders need to implement a generator whose density of ones exceeds 50 percent, namely implement the binary complement of the desired generator together with a circuit that does the necessary complementation of the output. Letting

\[
\bar{G}(D) = \bar{g}_0 + \bar{g}_1 D + \cdots + \bar{g}_m D^m
\]

where

\[
\bar{g}_i = g_i + 1
\]

we may write

\[
G(D) = \bar{G}(D) + 1 + D + \cdots + D^m
\]

or

\[
G(D) = \bar{G}(D) + (1 + D^{m+1})/(1 + D). \tag{21}
\]

It is readily verified that the circuit in Fig. 2 realizes the transfer function \( G(D) \) in the form (21) and requires

\[
W[\bar{G}(D)] + 2 = m + 3 - W[G(D)] \tag{22}
\]

two-input modulo-two adders. For example, this circuit realizes the transfer function \( G^{12}(D) \) of (19b) with only 10 modulo-two adders.

By virtue of (1) and (17), we have for the code of (19) that

\[
T^{(1)}(D) = DI(D) + T^{(2)}(D). \tag{23}
\]

Hence if the circuit of Fig. 2 is used to realize \( G^{12}(D) \) so that its input is \( I(D) \) and its output \( T^{(2)}(D) \), then \( T^{(1)}(D) \) can be formed with one further modulo-two adder which adds the output of the first delay cell in the circuit of Fig. 2, namely \( DI(D) \), to the circuit output \( T^{(1)}(D) \). Hence the complete encoder for the quick-look-in nonsystematic code of (19) can be realized with only 11 two-input modulo-two adders.

If the circuit of Fig. 2 is used to realize \( G^{12}(D) \) for the systematic code of (20), the complete encoder can be realized with only 16 modulo-two adders. This is a substantial reduction in the 21 adders needed for the encoder of Fig. 1, but is still surprisingly more than the 11 adders required in the encoder for the nonsystematic code. The obvious conclusion is that nonsystematic codes do not necessarily entail more complicated encoders than systematic codes of the same memory order.

VI. Theoretical Consideration: Gilbert Bound

Although the simulations reported previously confirm the practical value of quick-look-in nonsystematic codes, it may be reassuring to note that the constraints (16)
and (17), which define the quick-look-in codes suitable for sequential decoding, are compatible with the existence of codes with large minimum distance. We shall demonstrate this fact by showing that the class of codes satisfying (16) and (17) meet the same asymptotic Gilbert bound as the general class of rate $R = 1/2$ convolutional codes. We follow closely the derivation of the Gilbert bound given in [2].

For any $D$ transform

$$P(D) = p_0 + p_1D + p_2D^2 + \cdots$$

we shall hereafter write $\{P(D)\}$ to denote the polynomial of degree $m$ or less obtained by dropping all terms of degree greater than $m$ from $P(D)$. With this convention, $\{T^{(1)}(D)\}$ and $\{T^{(2)}(D)\}$ are just the initial code word of a rate $R = 1/2$ convolutional code. From (23) it follows that

$$\{T^{(1)}(D)\} + \{T^{(2)}(D)\} = \{DI(D)\}$$

(24)

for quick-look-in codes, and hence that specification of an initial code word also specifies all digits in $\{I(D)\}$ except $i_0$. Thus only two choices of $\{I(D)\}$ are possible for a given initial code word. Next, it is easily shown [2, p. 14] that the specification of $\{T^{(i)}(D)\}$ and an $\{I(D)\}$ with $i_0 = 1$ uniquely determines $G^{(i)}(D)$. Hence only two quick-look-in codes can have a given initial code word in common and produced by information sequences with $i_0 = 1$.

Let $d$ be the greatest minimum distance $d_n$ for all codes of memory order $m$ satisfying (16) and (17). Since an initial code word contains $n_i$ positions, there are at most

$$N = \sum_{j=0}^{n_i} \binom{n_i}{j}$$

(25)

different initial code words of Hamming weight $d$ or less. But no code has distance greater than $d$, and hence every code must have at least one initial code word of weight $d$ or less resulting from some $\{I(D)\}$ with $i_0 = 1$. Noting that there are exactly $2^{d-1}$ codes which satisfy (16) and (17) since $g_0^{(1)}, g_1^{(1)}, \ldots, g_n^{(1)}$ may be selected arbitrarily, it must be true that

$$2N \geq 2^{n-1}$$

(26)

since each initial code word appears in only two codes for $\{I(D)\}$ with $i_0 = 1$. Using the well-known [3] inequality

$$N \leq 2^{\lambda R(H(d/n_r))}$$

(27)

for $d/n_r \leq 1/2$ where $H(x) = -x \log_2 x - (1 - x) \log_2 (1 - x)$ is the binary entropy function, the inequality (26) becomes

$$H(d/n_r) \geq (m - 2)/n_r.$$  

(28)

Noting that $n_r = 2(m + 1)$ for $R = 1/2$, it follows from (28) that

$$\lim_{n_r \to \infty} H(d/n_r) = 1/2 = 1 - R$$

(29)

which is the usual asymptotic Gilbert bound on minimum distance for general convolutional codes of rate $R = 1/2$ [2].

We conclude that the class of quick-look-in codes satisfying (16) and (17) are “good” in the sense that there exist codes of this type with minimum distance at least as great as that guaranteed by the asymptotic Gilbert bound.

VIII. CONCLUSIONS

In this paper, it has been shown that the desirability of quick and reliable extraction of the information digits from the hard-deci-ioned received sequences of a convolutional code led naturally to the formulation of quick-look-in nonsystematic codes. An algorithm was given for the generation of a class of $R = 1/2$ quick-look-in codes designed especially for use with sequential decoding. It was noted that codes of this class have been chosen for several deep-space missions. The quality of these codes relative to the best - systematic codes was verified by a simulation which showed comparable computational performance with sequential decoding but a much lower undetected error probability for the nonsystematic codes. It was shown further that the nonsystematic codes had simpler encoder realizations than the systematic codes. Finally, a proof was given that the quick-look-in constraint is compatible with the existence of codes whose minimum distance satisfies the asymptotic Gilbert bound.

Although not explicitly mentioned before, it should be noted that the small error amplification factor of quick-look-in codes is also advantageous in that it results in a small number of actual decoding errors during the “error events” when the sequential decoder has given incorrect estimates of the received sequence. For a full discussion of such error events, the reader is referred to [15, appendix II].
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