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Abstract | A proof is given of the fact that, for

optimum binary pre�x-free homophonic coding, the

entropy of a homophone is less than 2 bits greater

than that of its antecedent regardless of the alphabet

size for this antecedent.

I. Proof of the Entropy Bound

Homophonic substitution is a cryptographic technique for re-
ducing the redundancy of a message to be enciphered at the
cost of plaintext expansion. In 1988, G�unther [2] introduced
variable-length homophonic substitution, in which the homo-
phones (or \substitutes") for a particular letter of the mes-
sage can have di�erent lengths and di�erent probabilities of
selection, and showed that this technique can remove all re-
dundancy from the homophonically coded sequence, produc-
ing what Shannon calls a strongly ideal cipher [1] while also
reducing plaintext expansion.

For simplicity, we consider binary homophonic coding of
the output sequence U1; U2; U3; . . . of an L-ary discrete mem-

oryless source, for which the homophonic coding problem re-
duces to that for a single random variable U taking values
in fu1; u2; . . . ; uLg where L � 2 and all L values have non-
zero probability. The homophone V for U takes values in
the set fv1; v2; . . . g, which may be �nite or countably in-
�nite, and is characterized by the fact that for each j there
is exactly one i such that PV jU (vj jui) 6= 0. The homophone
V = (X1; X2; . . . ; XW ), where Xi is a binary random vari-
able and where W is also a random variable. It is required
that (X1; X2; . . . ; XW ) be a pre�x-free encoding of V , i.e., that
the homophones be distinct and none be the pre�x of an-
other. The homophonic coding is perfect if the components
X1; X2; . . . ; XW of the homophone V are independent and
coin-tossing, and is optimum if it is perfect and minimizes
E[W ] among perfect homophonic codings.

It was shown in [3, Proposition 3] that a binary homophonic
coding scheme is optimum if and only if, for every i, the prob-
abilities PV (vj) = PV U (vj ; ui) = PV jU (vj jui)PU (ui), j � 1, of
the homophones are equal (in some order) to the terms in the
decomposition of PU (ui) as a �nite sum of distinct negative
integer powers of 2, when this is possible, and as an in�nite
such sum otherwise.

In [3], the upper bound H(V jU) < 2 bits, independent of
L, is asserted for optimum binary homophonic substitution,
but the simple \proof" given there is fallacious. One purpose
of this paper is to present a (valid) proof. Another purpose
is to strengthen the upper bound by including its dependence
on the number of terms in the expansion of PU (ui).
Theorem 1 For optimum binary homophonic coding of an

L-ary random variable U , the conditional entropy H(V jU) of
the homophone V given U is less than 2 bits.

Proof: Let p1; p2; p3; . . . be the (possibly in�nitely many) non-
zero terms in decreasing order of the conditional probability

distribution PV jU (:jui). Because the binary homophonic cod-
ing is optimum, pj+1 � pj=2 for all j � 1, which implies that
1=2 < p1 � 1. It su�ces to consider 1=2 < p1 < 1. Letting
H(V jU = ui) = h(p1; p2; . . .) denote the entropy in bits of the
probability distribution (p1; p2; p3; . . .), we have

H(V jU = ui) = h(p1)+(1�p1)h(p2=(1�p1); p3=(1�p1); . . .):

The condition 1=2 < p1 < 1 now implies that

H(V jU = ui) < 1 +
1

2
h(q1; q2; . . .)

where (q1; q2; q3; . . .) = (p2=(1 � p1); p3=(1 � p1); . . .). Thus
qj+1 � qj=2 for all j � 1, which implies that 1=2 < q1 � 1.
Iterating this argument gives

H(V jU = ui) < 1 +
1

2
(1 +

1

2
(1 +

1

2
(1 + . . . ))) = 2; (1)

which implies that H(V jU) < 2 bits. 2
Suppose now that PU (ui) = Ni=2

r for positive integers Ni

and r with Ni odd. It su�cies to consider 3 � Ni < 2r,
which implies that r � 2 and that the number, ni, of terms in
the expansion of Ni as a sum of distinct nonnegative integer
powers of 2 satis�es 2 � ni � r. This further implies that the
number of terms in the sum in (1) is ni�1 and hence that this
sum is at most 2 � 2�(ni�2). We have proved the following
bound which, for n = 2, implies H(V jU) < 1 bit.

Theorem 2 For optimum binary homophonic coding of an L-
ary random variable U such that PU (ui) can be expressed as

a sum of at most n distict negative integer powers of 2 for i =
1; 2; . . . ; L, the conditional entropy H(V jU) of the homophone

V given U satis�es

H(V jU) < 2� 2�(n�2)
bits,

if n > 1 and H(V jU) = 0 if n = 1.
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