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Abstract— A coding scheme is proposed for the memoryless
Gaussian broadcast channel with correlated noises and feedback.
For all noise correlations other than ±1, the gap between the sum-
rate that the scheme achieves and the full-cooperation bound
vanishes as the signal-to-noise ratio tends to infinity. When the
correlation coefficient is −1, the gains afforded by feedback are
unbounded and the prelog is doubled. When the correlation
coefficient is +1, we demonstrate a dichotomy that if the noise
variances are equal, then feedback is useless, and otherwise, feed-
back affords unbounded rate gains and doubles the prelog. The
unbounded feedback gains, however, require perfect (noiseless)
feedback. When the feedback links are noisy, the feedback gains
are bounded, unless the feedback noise decays to zero sufficiently
fast with the signal-to-noise ratio. Extensions to more receivers
are also discussed as is the memoryless Gaussian interference
channel with feedback.

Index Terms— Broadcast channel, capacity, feedback, high
SNR, interference channel, prelog.

I. INTRODUCTION

AMONG Shannon’s most elegant results is that feedback
cannot increase the capacity of a memoryless point-to-

point channel. Feedback can, however, increase the capacity
region of various memoryless multi-terminal networks such as
the multiple-access channel (MAC) and the broadcast channel
(BC). Exact expressions for the feedback capacities are known
only for special networks, e.g., the memoryless Gaussian MAC
[9], [27].
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This paper considers the memoryless Gaussian BC with
feedback. In the standard setting, the signals at the different
receivers are corrupted by independent noises. For this setting,
Ozarow and Leung [9], [10] showed that, indeed, feedback
can enlarge the capacity region, though the exact capacity
region with feedback remains to date unknown. A natural
benchmark is the “full-cooperation bound,” where the receivers
are allowed to cooperate. This turns the BC into a (single-input
multiple-output) point-to-point channel whose capacity is well
known and is not increased by feedback. Not surprisingly,
even with feedback, the full-cooperation bound is generally
not attainable.

In this paper we consider the case where the noises at
the receivers are correlated, e.g., due to a common external
interference. In the absence of feedback, such correlation does
not impact the capacity region, because the latter depends
only on the marginal channels. In the presence of feedback,
however, the correlation is key.

Positively correlated noises were already considered by
Ozarow and Leung. Willems and van der Meulen [33]
extended Ozarow and Leung’s scheme to negatively correlated
noises. They also observed that when the two noises are of
equal variances, the sum-rate achieved by the Ozarow-Leung
scheme decreases as the correlation increases. (In the lim-
iting case of fully correlated noises of equal variances,
feedback does not increase capacity at all.) Willems and
van der Meulen’s observation inspired the current investiga-
tion: We wanted to see whether this observation is an artifact
of the specific scheme they studied or whether it applies to
the capacity region. And we wanted to see how crucial is the
assumption that the noises are of equal variance (very much
so!).

In this paper, we present a novel coding scheme and show
that—in the high signal-to-noise ratio (SNR) limit—it achieves
the full-cooperation bound for all noise correlations ρz satis-
fying −1 < ρz < 1. Consequently, the sum-rate capacity with
noise-free feedback, CBC,� , satisfies

lim
P→∞

[
CBC,� − 1

2
log

(
1 + P(σ 2

1 + σ 2
2 − 2ρzσ1σ2)

σ 2
1 σ 2

2 (1 − ρ2
z )

)]

= 0, ρz ∈ (−1, 1), (1)

where P denotes the transmit power and σ 2
1 , σ 2

2 > 0 the noise
variances at the two receivers.

The case where |ρz | = 1 is special. As already mentioned,
when ρz = 1 and the noises are of equal variance, feedback has
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no effect on capacity because in this case the BC is merely
a point-to-point channel in disguise. But when ρz = 1 and
the two noise variances differ, or when ρz = −1 the full-
cooperation bound is infinite for all SNR > 0, and it is thus
useless. An alternative upper bound is the sum of the single-
user capacities of the marginal channels to each receiver.

Prima Facie, it seems that this upper bound is completely
out of reach because it ignores the tension between the
users. Nevertheless, perhaps surprisingly, we show that in the
high-SNR limit, this upper bound becomes achievable. More
precisely, for noise correlation ρz = −1, as well as for noise
correlation ρz = 1 provided that σ 2

1 �= σ 2
2

lim
P→∞

[
CBC,� −

(
1

2
log

(
1 + P

σ 2
1

)
+ 1

2
log

(
1 + P

σ 2
2

))]

= 0,
(

when ρz = −1, or when ρz = 1 and σ 2
1 �= σ 2

2

)
. (2)

Without feedback, the sum-rate capacity is 1
2 log2(1 +

P/(min{σ 2
1 , σ 2

2 })), so, for such noise correlations, feedback
asymptotically doubles the sum-rate capacity in the high-SNR
regime and the prelog becomes

lim
P→∞

CBC,�

1
2 log P

= 2

(
when ρz = −1, or when ρz = 1 and σ 2

1 �= σ 2
2

)
. (3)

To put this result in context, it is important to note that,
although feedback does provide capacity gains in many net-
works, these gains are typically modest and bounded in the
SNR. By contrast, the present paper exhibits instances of
networks where the capacity gains afforded by feedback are
unbounded in the SNR. To the best of our knowledge, these are
the first examples of such large feedback gains. Such examples
were first reported in [2] for the two-user memoryless BC and
for the symmetric two-user memoryless interference channel
(IC) where the individual noise sequences corrupting the
outputs at the two receivers are perfectly anti-correlated. In
the meantime, other networks have been found where feedback
affords unbounded capacity gains; see [3], [17] (based on the
scheme proposed in [18]) for the two-user Gaussian IC when
the noise sequences are independent. Multiplicative gains for
the Gaussian IC with independent noises at moderate SNR
were already reported in [15, Section VI-B].

There are several important ensuing questions concerning
the special case of fully correlated noises. For example, we
show that even if the correlation is not perfect but tends
to one (or minus one) at least inversely proportionally to
the SNR, we also obtain the same asymptotic capacity gain.
Another question concerns the case where the feedback is
noisy. We show that when the feedback links are corrupted
by independent Gaussian noise sequences, then—irrespective
of the positive feedback-noise variances and of the correlation
of the forward noise-sequences—the prelog of the two-user
Gaussian BC setup equals one (as in the absence of feedback).
The proof of this result is based on a genie argument inspired
by the work of Kim, Lapidoth, and Weissman [14].

Finally, we consider the K -receivers memoryless Gaussian
BC with K > 2, where no two of the Gaussian noise sequences

corrupting the K received signals are of equal variance; none
of the noise sequences is of zero variance; and the covariance
matrix of the K noises is of rank 1. For this setup, our
proposed coding scheme proves the achievability of a prelog
of K . For a related recent result see [13].

The second network we consider is the two-user scalar
memoryless Gaussian IC with noise-free one-sided feedback
where each of the two transmitters communicates with a
different intended receiver, and each transmitter observes
feedback from its corresponding receiver only. Our proposed
coding scheme proves that if the noise sequences at the two
receivers are perfectly anticorrelated or perfectly correlated,
then, for most channel gains, noise-free feedback doubles the
prelog from 1 to 2. Noise-free feedback thus approximately
doubles the sum-rate capacity at high SNR and thus provides
unbounded capacity gains. (When the interference channel is
symmetric, the prelog 2 result can also be shown using a slight
generalization (to account for the correlation between the noise
sequences) of Kramer’s memoryless LMMSE-scheme [15].)

Previously, a prelog of 2 was known to be achievable for the
two-user scalar Gaussian IC only when the two transmitters
(or the two receivers) could fully cooperate [16] in the sense
that both transmitters could compute their channel inputs as
a function of both messages. Our result shows that limited
cooperation through feedback can be sufficient.

For the two-user Gaussian IC we do not consider noisy
feedback. Rate-limited feedback for this setup has recently
been studied in [19].

We conclude this section with some notation and a brief
outline of the rest of the paper. Throughout the paper loga-
rithms are base 2, and for convenience we define − log 0 = ∞.
We use the shorthand notation log+(x) for max{0, log(x)}.
Also, we denote by An and an the tuple of random variables
A1, . . . , An and their realizations a1, . . . , an , respectively. The
set of real numbers is denoted by R, the set of positive
real numbers by R

+, and the set of positive integers by Z
+.

The abbreviation IID stands for independent and identically
distributed.

The paper is organized as follows. In the following
Section II we study the two-user Gaussian BC with noise-
free or noisy feedback; in Section III we study the K -user
Gaussian BC with noise-free feedback; and in Section IV the
two-user Gaussian IC with noise-free feedback.

II. TWO-USER BROADCAST CHANNEL

A. Setup

We consider the real, scalar, memoryless Gaussian BC.
Denoting the time-t transmitted symbol by xt ∈ R and the
time-t received symbols by Y1,t and Y2,t ,

Y1,t = xt + Z1,t , (4a)

Y2,t = xt + Z2,t , (4b)

where the sequence of noise pairs {(Z1,t , Z2,t )} is drawn IID
according to a centered Gaussian distribution of covariance
matrix

Kz =
(

σ 2
1 ρzσ1σ2

ρzσ1σ2 σ 2
2

)
. (5)
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Fig. 1. The two-user Gaussian BC with noise-free feedback.

Fig. 2. The two-user Gaussian BC with noisy feedback.

We assume that both noise variances σ 2
1 , σ 2

2 are strictly
positive, and we denote their positive roots σ1, σ2.

The transmitter wishes to send Message M1 to Receiver 1
and an independent message M2 to Receiver 2. The messages
M1 and M2 are assumed to be uniformly distributed over the
sets M1 � {1, . . . , �2nR1�} and M2 � {1, . . . , �2nR2 �}, where
n denotes the blocklength and R1 and R2 the respective rates
of transmission.

We depict the scenario with noise-free feedback in Figure 1
and with noisy feedback in Figure 2. In the former the trans-
mitter learns the outputs Y1,t−1 and Y2,t−1 after sending Xt−1.
It can thus choose its time-t channel input Xt as a function
of both messages and all previous channel outputs:

Xt = f (n)
BC,t

(
M1, M2, Y t−1

1 , Y t−1
2

)
, t ∈ {1, . . . , n}, (6)

where the encoding function f (n)
BC,t is of the form

f (n)
BC,t : M1 × M2 × R

t−1 × R
t−1 → R. (7)

In the scenario with noisy feedback the transmitter, after
sending Xt−1, does not learn Y1,t−1 and Y2,t−1 but instead
learns V1,t−1 and V2,t−1, which are noisy versions of Y1,t−1
and Y2,t−1:

V1,t−1 = Y1,t−1 + W1,t−1,

V2,t−1 = Y2,t−1 + W2,t−1,

where the sequence of pairs of feedback noises {(W1,t , W2,t )}
is IID according to a zero-mean bivariate Gaussian distribution
of diagonal1 covariance matrix(

σ 2
W 1 0
0 σ 2

W 2

)
, σW 1, σW 2 > 0. (8)

1We do not treat setups with correlated feedback noises or setups with
feedback noises that are correlated with the forward noises.

The sequence {(W1,t , W2,t )} is assumed to be independent of
the messages (M1, M2) and the noise sequences on the forward
path {(Z1,t , Z2,t )}. In this scenario the transmitter chooses its
time-t channel input Xt as

Xt = f (n)
BCNoisy,t

(
M1, M2, V t−1

1 , V t−1
2

)
, t ∈ {1, . . . , n}, (9)

where the encoding function is of the form

f (n)
BCNoisy,t : M1 × M2 × R

t−1 × R
t−1 → R. (10)

In both scenarios, the channel inputs are subject to an
expected average block-power constraint P > 0. Thus, we

only allow encoding functions
{

f (n)
BC,t

}n

t=1
or
{

f (n)
BCNoisy,t

}n

t=1
for which

1

n
E

[
n∑

t=1

X2
t

]
≤ P. (11)

Receiver k ∈ {1, 2} decodes its desired message Mk based
on its observed channel output sequence Y n

k . That is, it
produces the estimate

M̂k = φ
(n)
k (Y n

k ), k ∈ {1, 2}, (12)

using some decoding function

φ
(n)
k : R

n → {1, . . . , �2nRk �}, k ∈ {1, 2}. (13)

For the scenario with noise-free feedback, a rate pair
(R1, R2) is said to be achievable if for every block-length n
there exists a set of n encoding functions { f (n)

BC,t }n
t=1 satisfying

the power constraint (11) and two decoding functions φ
(n)
1 and

φ
(n)
2 such that

lim
n→∞ Pr

[
(M1, M2) �= (M̂1, M̂2)

]
= 0.

The closure of the set of all achievable rate pairs (R1, R2) is
the capacity region. The supremum of the sum R1+R2 over all
achievable rate pairs (R1, R2) is the sum-rate capacity, which
is denoted CBC,�(P, σ 2

1 , σ 2
2 , ρz).

For the scenario with noisy feedback, achievable rates,
the capacity region, and the sum-rate capacity are defined
analogously but using the encoding functions { f (n)

BCNoisy,t }n
t=1.

The sum-rate capacity with noisy feedback is denoted by
CBCNoisy,�(P, σ 2

1 , σ 2
2 , ρz, σ

2
W 1, σ

2
W 2).

The prelog, characterizes the logarithmic growth of the sum-
rate capacity at high SNR. In the scenario with noise-free
feedback it is defined as

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

2 , ρz)
1
2 log(1 + P)

(14)

and in the scenario with noisy feedback as

lim
P→∞

CBCNoisy,�(P, σ 2
1 , σ 2

2 , ρz , σ
2
W 1, σ

2
W 2)

1
2 log(1 + P)

. (15)
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B. Main Results

Our results depend on whether or not the channel is
physically degraded. The Gaussian BC is physically degraded
whenever

ρz = σ1

σ2
or ρz = σ2

σ1
. (16)

For example, it is physically degraded when ρz = 1 and
σ1 = σ2, in which case the receivers observe the same
sequence. When the Gaussian BC is physically degraded,
feedback does not increase capacity [20], and thus [21], [22]

CBC,�(P,σ 2
1 , σ 2

2 , ρz) = CBCNoisy,�(P, σ 2
1 ,σ 2

2 , ρz , σ
2
W 1, σ

2
W 2)

= 1

2
log

(
1 + P

min{σ 2
1 , σ 2

2 }

)
, (17)

irrespective of σ 2
W 1, σ

2
W 2 and ρz . If the channel is not phys-

ically degraded, then CBC,� and CBCNoisy,� are, in general,
unknown, and bounds are called for.

We first present our results for noise-free feedback. For this
scenario Theorem 1 reveals the high-SNR asymptotic sum-
rate capacity. As we shall see, feedback strictly improves this
asymptote whenever the BC is not physically degraded.

We shall express the asymptotic behavior using the function
CHi-SNR(P, σ 2

1 , σ 2
2 , ρz) whose definition depends on whether

the BC is physically degraded and on whether ρz is strictly
between −1 and +1.

Definition 1: Define CHi-SNR(P, σ 2
1 , σ 2

2 , ρz) as follows.

• For channels that are physically degraded,

CHi-SNR(P, σ 2
1 , σ 2

2 , ρz)�
1

2
log

(
1 + P

min{σ 2
1 , σ 2

2 }

)
.

(18)

• For channels that are not physically degraded and for
which ρz ∈ {−1, 1},

CHi-SNR(P, σ 2
1 , σ 2

2 , ρz)�
1

2
log

P

σ 2
1

+ 1

2
log

P

σ 2
2

. (19)

• For channels that are not physically degraded and where
the noises are only partially correlated, i.e., ρz ∈ (−1, 1)

and ρz /∈
{

σ1
σ2

, σ2
σ1

}
,2

CHi-SNR(P, σ 2
1 , σ 2

2 , ρz)

� 1

2
log

(
P(σ 2

1 + σ 2
2 − 2ρzσ1σ2)

σ 2
1 σ 2

2 (1 − ρ2
z )

)
. (20)

Theorem 1: For all σ1, σ2 > 0 and ρz ∈ [−1, 1]
lim

P→∞
(
CBC,�(P, σ 2

1 , σ 2
2 , ρz) − CHi-SNR(P, σ 2

1 , σ 2
2 , ρz)

) = 0.

(21)
Proof: When the channel is physically degraded, the result

follows from (17).
When ρz ∈ {−1, 1} and the BC is not physically

degraded, the desired rates are achieved by a novel scheme
that we describe in Section II-C ahead (see Corollary 9 in

2Notice that for physically degraded channels with partially correlated
noises, i.e., for ρz ∈ (−1, 1) and ρz ∈

{
σ1
σ2

,
σ2
σ1

}
, the definitions in (18)

and (20) coincide.

Section II-C.5). The converse for this case follows by applying
the cut-set bound with two cuts, one between the transmitter
and each of the two receivers:

R1 + R2 ≤ max
X : E[X2]≤P

{I (X; Y1) + I (X; Y2)}

= 1

2
log

(
1 + P

σ 2
1

)
+ 1

2
log

(
1 + P

σ 2
2

)
, (22)

where the equality follows because a Gaussian law maximizes
the differential entropy under a variance constraint [23].

When ρz ∈ (−1, 1) and the channel is not physically
degraded, the achievability is demonstrated using our scheme
of Section II-C (see Corollary 8 in Section II-C.5); the
converse follows by applying the cut-set bound with a single
cut separating the transmitter from the two receivers:

R1 + R2 ≤ max
X : E[X2]≤P

I (X; Y1, Y2)

≤ 1

2
log

(
1 + P(σ 2

1 + σ 2
2 − 2σ1σ2ρz)

σ 2
1 σ 2

2 (1 − ρ2
z )

)
. (23)

In general, the previously proposed schemes in [9], [10],
and [13] cannot achieve the high-SNR asymptotic sum-rate
capacity CHi-SNR: The scheme in [9], [10], for example,
achieves CHi-SNR when ρz ≤ 0 but not when ρz > 0. And the
scheme in [13, Theorem 2] achieves CHi-SNR when ρz = 0
and σ1 = σ2, but it does not apply when σ1 �= σ2.

Note 1: If |ρz | < 1 and the feedback links are noise-free,
then the high-SNR sum-rate capacity CHi-SNR(P, σ 2

1 , σ 2
2 , ρz)

is as though the two receivers could fully cooperate in their
decoding. If ρz ∈ {−1, 1} and the channel is not physi-
cally degraded, then the high-SNR sum-rate capacity is as
though there were a separate (non-interfering) link from the
transmitter to each of the receivers and the transmitter could
communicate with full power P over each of these links.

Note 2: Given σ2, σ1 > 0, define the power offset

γ : (−1, 1) → R
+ (24)

ρz 	→ σ 2
1 + σ 2

2 − 2ρzσ1σ2

σ 2
1 σ 2

2 (1 − ρ2
z )

(25)

so

CHi-SNR(P, σ 2
1 , σ 2

2 , ρz) = 1

2
log
(
P γ (ρz)

)
, |ρz| < 1.

Notice that γ (ρz) → ∞ as ρz → −1. Also, if σ1 �= σ2, then
γ (ρz) → ∞ as ρz → +1. Moreover, γ (ρz) is strictly decreas-
ing for ρz ∈

(
−1, min

{
σ1
σ2

, σ2
σ1

})
and strictly increasing for

ρz ∈
(

min
{

σ1
σ2

, σ2
σ1

}
, 1
)

. The power offset is thus minimal at

ρz = min
{

σ1
σ2

, σ2
σ1

}
where γ (ρz) = (min{σ 2

1 , σ 2
2 })−1. Unless

σ1 and σ2 are equal, the power off-set is not monotonic over
the interval (−1, 1). Figure 3 shows the typical behavior of
γ (ρz).

From Theorem 1 we obtain the following corollary.
Corollary 2: The prelog of the Gaussian BC with noise-

free feedback is 2 if ρz = −1 or if ρz = +1 and σ1 �= σ2;
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Fig. 3. The function γ (ρz) is plotted over ρz ∈ [−0.9, 0.95] for σ 2
1 = 2 and

σ 2
2 = 0.25. The minimum is at

√
1/8 ≈ 0.3536, and the function is strictly

decreasing over
(− 1,

√
1/8
)

and strictly increasing over
(√

1/8, 1
)
.

Fig. 4. The sum-rate R�(P) achieved by the scheme in Section II-C
normalized by 1

2 log(1 + P) is plotted as a function of the power
P > 0. The noise variances σ 2

1 = σ 2
2 = 1 are fixed, and the dif-

ferent curves correspond (in increasing order) to correlation coefficients
ρz = −0.85, −0.95, −0.99, −0.999 − 0.9999.

it is 1 otherwise:

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

2 , ρz)
1
2 log(1 + P)

=

⎧⎪⎨
⎪⎩

2 if ρz = −1

2 if ρz = 1 and σ 2
1 �= σ 2

2

1 otherwise.
(26)

Note 3: Our results for ρz ∈ {−1, 1} remain valid when the
transmitter has only one-sided noise-free feedback, i.e., when
the transmitter for example only observes the outputs {Y1,t}
but not {Y2,t }. Indeed, for ρz ∈ {−1, 1}, the capacity regions
with one-sided and two-sided noise-free feedback coincide:
when ρz ∈ {−1, 1} the transmitter can compute the output
it does not observe from the input and the output it does
observe.

Theorem 1 and Corollary 2 show that when ρz ∈ {−1, 1}
and the channel is not physically degraded, noise-free feed-
back approximately doubles the high-SNR sum-rate capacity.
In Section II-C we present a coding scheme achieving these
gains. (When ρz = −1 also the Ozarow-Leung scheme [9],
[10] achieves such sum-rates [11], [12].) Figure 4 depicts
the sum-rate achieved by the scheme of Section II-C as a
function of the transmit power P , for various values of the
correlation ρz . It shows that for large powers P (i.e., P ≥ 100),
noise-free feedback can nearly double the sum-rate capacity
not only when the correlation ρz is exactly −1, but also when
ρz is sufficiently close to −1, (i.e., when ρz = −1 + ε for
sufficiently small ε > 0 depending on the power P). The
same observation can be made when ρz = 1 − ε if σ 2

1 �= σ 2
2 .

Theorem 3 and Corollary 4 ahead explore the relationship
between the power P and the correlation ρz that are required
for noise-free feedback to roughly double the sum-rate capac-
ity. Since the required correlation depends on the transmit
power P , we make the dependence explicit and denote the
correlation by ρz(P). Theorem 3 and Corollary 4 thus char-
acterize the generalized prelog where the channel parameters
(here the noise correlation ρz) vary with the power P .

Let the noise variances σ 2
1 , σ 2

2 > 0 be fixed. For every
functional dependence ρz(P) of the correlation coefficient on
the power P , define

ζ−1 � lim
P→∞

− log(1 + ρz(P))

log(P)
, (27)

ζ+1 � lim
P→∞

− log(1 − ρz(P))

log(P)
, (28)

where − log 0 � ∞. Notice that ζ−1 > 0 only if
limP→∞ ρz(P) = −1, and ζ+1 > 0 only if limP→∞
ρz(P) = 1.

Theorem 3 (Generalized Prelog With Noise-Free Feedback):
The generalized prelog depends on whether or not the noise
variances are equal. If σ 2

1 = σ 2
2 , then the generalized prelog is

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

2 , ρz(P))
1
2 log(1 + P)

= min {1 + ζ−1, 2} (29)

and if σ 2
1 �= σ 2

2 , then the generalized prelog is

lim
P→∞

CBC,�(P,σ 2
1 ,σ 2

2 ,ρz(P))
1
2 log(1 + P)

=min
{
1+max

{
ζ−1, ζ+1

}
, 2
}
.

(30)
Proof: See Appendix A.

Corollary 4: Let ρz(P) be of the form

ρz(P) = ±
(

1 − ε(P)

Pζ

)
, ζ ∈ [0, 1]

where ε(P) is so that

lim
P→∞

log
(
ε(P)

)
log(P)

= 0.

Unless σ 2
1 = σ 2

2 and limP→∞ ρz(P) = 1,

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

2 , ρz(P))
1
2 log(1 + P)

= 1 + ζ. (31)

The above results on the dramatic capacity gains afforded
by feedback were predicated on the feedback being noise-free.
Otherwise, as the next theorem shows, the gains are more
moderate.

Theorem 5: Irrespective of the correlation ρz ∈ [−1, 1], if
the feedback is noisy then the prelog is one:

lim
P→∞

CBCNoisy,�(P, σ 2
1 , σ 2

2 , ρz, σ
2
W 1, σ

2
W 2)

1
2 log (1 + P)

= 1. (32)

Proof: See Section II-D.
Thus, if the feedback is noisy, then the prelog equals 1

also when the noise correlation ρz is ±1. This result assumes
that the feedback-noise variances σ 2

W 1, σ
2
W 2 > 0 are fixed.

If instead they tend to 0 as the power P → ∞, then
for ρz ∈ {−1, 1} the (generalized) prelog may be larger
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than 1, depending on the speed of convergence of the limits
σ 2

W 1, σ
2
W 2 → 0. The following note examines the generalized

prelog when the feedback-noise variances tend to 0 more
slowly than P−ξ for any ξ > 0.

Note 4: Theorem 5 remains valid if the feedback-noise
variances σ 2

W 1, σ
2
W 2 tend to 0 as the power P → ∞, if the

convergence is slower than P−ξ for all ξ > 0. More precisely,
if σ 2

W 1, σ
2
W 2 depend on P in a way that

lim
P→∞

− log
(
σ 2

Wν

)
log(P)

≤ 0, ν ∈ {1, 2},
then the prelog with noisy feedback is 1, irrespective of the
noise correlation ρz ∈ [−1, 1].

Proof: See Appendix B.

C. A Coding Scheme for Noise-Free Feedback

We present a “successive noise cancellation” coding strat-
egy for the Gaussian BC with noise-free feedback. The
scheme achieves the desired rates in Theorems 1 and 3; see
Corollaries 7–9 and the proof of Theorem 3 in Appendix A.

Our scheme is similar in flavor to the schemes proposed
by Cover and Pombra [4] for (non-white) Gaussian point-
to-point channels with noise-free feedback, by Lapidoth &
Wigger and Khisti & Lapidoth for the two-user Gaussian
MAC with noisy feedback [5] or with intermittent feedback
and side-information [6], and by Lapidoth, Steinberg, and
Wigger [7] for the two-user Gaussian BC with one-sided noise-
free feedback.

Before describing our scheme in Subsections II-C.3 and
II-C.4 ahead, we first motivate it by sketching a simple
scheme for the Gaussian point-to-point channel with noise-
free feedback (Subsection II-C.1) and a scheme for the two-
user Gaussian BC with noise-free feedback when ρz is ±1
(Subsection II-C.2).

1) Motivation I: “Successive Noise Cancellation” scheme
for the Gaussian point-to-point channel: Consider η transmis-
sions over the standard memoryless Gaussian point-to-point
channel

Yt = xt + Zt , (33)

where xt and Yt denote the time-t input and output, {Zt}
is a sequence of IID zero-mean, variance σ 2 > 0 Gaussian
random variables, and the inputs {xt } are subject to an expected
average block-power constraint P . The transmitter is assumed
to have access to noise-free feedback.

In the first channel use, the transmitted symbol is a unit-
variance information-carrying symbol �. In the subsequent
η−1 channel uses, the transmitted symbols are scaled versions
of the preceding noise symbols (which are known thanks to
the feedback):

X1 = √
P � (34)

X2 =
√

P

σ 2 Z1 (35)

... = ...

Xη =
√

P

σ 2 Zη−1. (36)

Consider now a (suboptimal) receiver that replaces the η
channel outputs Y1, . . . , Yη with the single random variable I ,
where

I =
η∑


=1

(
−
√

P

σ 2

)η−


Y
 (37)

= √
P

√
P

σ 2

η−1

� + Zη. (38)

From (38) we see that the noise samples Z1, Z2, . . . , Zη−1
have all been canceled out, and the only remaining noise
sample is Zη. The channel from � to I is a Gaussian channel.
Each use of this channel requires η transmissions on the
original channel, so this scheme allows us to attain the rate

1

2η
log

(
1 +

(
P

σ 2

)η)
. (39)

We obtain the largest achievable rate by choosing η = 1.
However, when we extend the scheme to the Gaussian BC, we
will be interested in the limit η → ∞. In this limiting case,
the described scheme achieves any rate R > 0 that satisfies

R <
1

2
log+

(
P

σ 2

)
. (40)

Thus, even though for η → ∞ the described scheme does not
achieve capacity, it nevertheless achieves prelog 1 and the gap
to capacity vanishes as P tends to infinity.

The lesson from this example is that for high-SNR optimal-
ity it suffices to send “most of the time” past noise samples,
rather than information symbols.

2) Motivation II: “Successive Noise Cancellation” scheme
for the Gaussian BC when ρz ∈ {−1, 1}: Consider the two-
receivers Gaussian BC with noise-free feedback and noise
correlation ρz ∈ {−1, 1}. In this case,

Z1,t

σ1
= ρz

Z2,t

σ2
with probability 1, (41)

i.e., the noise samples at the two receivers are pro-
portional. Consequently, using the successive noise can-
cellation scheme, the transmitter can simultaneously and
asymptotically-optimally serve both receivers. To see how, let
the transmitted symbols be

X1 = γ (�1 + �2) (42)

X2 = γ

(
ρz

√
P

σ 2
2

�1 +
√

P

σ 2
1

�2

)
+
√

P

σ 2
1

Z1,1 (43)

X3 =
√

P

σ 2
1

Z1,2 (44)

... = ...

Xη =
√

P

σ 2
1

Z1,η−1 (45)

where γ > 0 is a scaling factor that ensures that the sum
of the powers of the first two inputs X1 and X2 does not
exceed 2P , and where now we have two information-carrying
symbols: �1 is intended for Receiver 1 and �2 is intended for
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Receiver 2. We transmit the two information symbols �1 and
�2 along the two signaling directions,

u1 =
(

1, ρz

√
P/σ 2

2 , 0, . . . , 0
)T

(46)

and
u2 =

(
1,
√

P/σ 2
1 , 0, . . . , 0

)T

, (47)

which are different whenever the BC is not physically
degraded, i.e., whenever ρz /∈ {σ1

σ2
, σ2

σ1
}.

Receiver 1 uses Y1,1, . . . , Y1,η to compute I1, where

I1 =
η∑


=1

(
−
√

P

σ 2
1

)η−


Y1,


= γ

(
−
√

P

σ 2
1

)η−1 (
1 − ρz

σ1

σ2

)
�1 + Z1,η, (48)

and Receiver 2 uses Y2,1, . . . , Y2,η to compute I2, where

I2 =
η∑


=1

(
−ρz

√
P

σ 2
2

)η−


Y2,


= γ

(
−
√

P

σ 2
2

)η−1 (
1 − ρz

σ2

σ1

)
�2 + Z2,η. (49)

In other words, each receiver projects its observed outputs onto
a particular receive beam-forming vector:

v1 =
((−

√
P/σ 2

1

)η−1
,
(−

√
P/σ 2

1

)η−2
, . . . , 1

)T

(50)

at Receiver 1 and

v2 =
((− ρz

√
P/σ 2

2

)η−1
,
(− ρz

√
P/σ 2

2

)η−2
, . . . , 1

)T

(51)
at Receiver 2. These beam-forming vectors are different when-
ever the Gaussian BC is not physically degraded.

We see from (48) and (49) that the noise samples
Z1,1, . . . , Z1,η−1 and Z2,1, . . . , Z2,η−1 are completely can-
celed and do not influence I1 and I2. Only the last noise
samples Z1,η and Z2,η remain. Moreover, also the undesired
information symbol is canceled out: �2 does not influence I1,
and �1 does not influence I2. The channel from �1 to I1
and the channel from �2 to I2 are parallel Gaussian channels
(with dependent noises). We thus obtain from (48) and (49)
the achievability of the rates

R1 = 1

2η
log

(
1 + γ 2

P

(
P

σ 2
1

)η (
1 − ρz

σ1

σ2

)2
)

(52)

R2 = 1

2η
log

(
1 + γ 2

P

(
P

σ 2
2

)η (
1 − ρz

σ2

σ1

)2
)

. (53)

Notice that γ is nonzero and does not depend on η. Conse-
quently, when the BC is not physically degraded, (16), and
when η tends to infinity, the described scheme achieves all
rate pairs (R1, R2) that satisfy (see also Corollary 9 ahead)

R1 <
1

2
log+

(
P

σ 2
1

)
(54)

R2 <
1

2
log+

(
P

σ 2
2

)
. (55)

3) A General Scheme: The “Successive Noise Cancellation”
schemes can be extended to the general Gaussian BC with
noise-free feedback. The idea is to use the feedback to
transform each block of η uses of the original scalar BC
into a single use of a new MISO BC, which can be viewed
as a BC with two transmit antennas and a single receive
antenna for each receiver: the new BC’s input is the vector
(�1,�2)

T ∈ R
2, and its two scalar outputs are I1 ∈ R at

Receiver 1 and I2 ∈ R at Receiver 2. We then code over
this new BC ignoring the feedback. Scaling by η−1 any rate
pair that is achievable on the new BC will yield a pair that is
achievable on the original BC with feedback.

We next describe how to transform a block of η uses of the
original scalar BC with feedback into a single use of the MISO
BC. For simplicity, we restrict attention to the first block; the
procedure for the subsequent blocks is analogous. The key
parameters are the signaling vectors u1 and u2, the coefficients
according to which past noise symbols are retransmitted,
which we collect into the strictly lower-triangular matrices
B1, B2, and the receivers’ beam-forming vectors v1 and v2.
(In the following Subsection II-C.4, we present a specific
choice for these parameters.)

We use the notation X � (X1, . . . , Xη), Y1 �
(Y1,1, . . . , Y1,η), and Y2 � (Y2,1, . . . , Y2,η). The transmitter
produces the η-length input vector X based on the information
carrying symbols �1 and �2 and on the feedback signals it
receives:

X = �1u1 + �2u2 + B1Z1 + B2Z2, (56)

where Z1 � (Z1,1, . . . , Z1,η) and Z2 � (Z2,1, . . . , Z2,η), and
where the assumption that B1 and B2 are lower-triangular
guarantees that �1,�2, and the feedback signals suffice to
compute X.3

The inputs to the original channel satisfy the average
block-power constraint (11) whenever the information car-
rying symbols �1 and �2 are independent and satisfy
E
[
�2

1

]
, E
[
�2

2

] ≤ 1 and when

‖u1‖2 + ‖u2‖2 + tr
(
B1BT

1

)
σ 2

1 + tr
(
B2BT

2

)
σ 2

2

+ 2 tr
(
B1BT

2

)
ρzσ1σ2 ≤ ηP. (57)

Receiver 1 observes

Y1 = �1u1 + �2u2 + (B1 + I) Z1 + B2Z2, (58)

and computes

I1 � vT
1Y1. (59)

Receiver 2 observes

Y2 = �1u1 + �2u2 + (B2 + I) Z2 + B1Z1, (60)

and computes

I2 � vT
2Y2. (61)

3The transmitter can compute all the past noise symbols because, through
the feedback, it learns the past channel outputs and because it also knows the
past channel inputs.
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4) Choice of Parameters and Achievable Rates: Given η,
we describe a choice of the parameters B1, B2, u1, u2, v1, v2.

Choose q > 0 and δ /∈ {−1, 0} to satisfy

q2(σ 2
1 + δ4σ 2

2 − 2δ2ρzσ1σ2)

+q4(1 + δ)2δ2(σ 2
1 + δ2σ 2

2 + 2δρzσ1σ2) ≤ P, (62)

and define

a1 � q (63)

a2 � −δ2q (64)

b1 � −δ(1 + δ)q2 (65)

b2 � −δ2(1 + δ)q2. (66)

Choose the η×η matrices B1 and B2 to be Toeplitz with non-
zero entries only on the first and second diagonals below the
main diagonal:

Bk =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 · · · 0 0 0
ak 0 0 · · · 0 0 0
bk ak 0 · · · 0 0 0

0 bk ak 0 · · · ...
...

...
. . .

. . .
. . .

. . .
...

...
0 · · · 0 bk ak 0 0
0 · · · · · · 0 bk ak 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (67)

and choose the η-dimensional vectors

u1 =
√√√√ P

2 + 2
b2

1
a2

1

(
1, b1

a1
, 0, . . . , 0

)T

(68a)

u2 =
√√√√ P

2 + 2
b2

2
a2

2

(
1, b2

a2
, 0, . . . , 0

)T

(68b)

and

v1 =
((

− b2
a2

)η−1
,
(
− b2

a2

)η−2
, . . . , − b2

a2
, 1

)T

(69a)

v2 =
((

− b1
a1

)η−1
,
(
− b1

a1

)η−2
, . . . , − b1

a1
, 1

)T

. (69b)

By (62)–(68), this choice satisfies the power constraint (57).
Moreover, the vector v1 is orthogonal to the first η − 2
columns of the matrices (B1 + I) and B2, and to the
vector u2, but not to u1. Similarly, v2 is orthogonal to the
first η − 2 columns of the matrices B1 and (B2 + I), and to
the vector u1, but not to u2. Therefore, the noise samples
Z1,1, . . . , Z1,η−2 and Z2,1, . . . , Z2,η−2 are completely can-
celed out when forming the “new outputs” in (59) and only the
noise samples Z1,η−1, Z1,η, Z2,η−1, Z2,η remain. Moreover,
the “interference” �2 is canceled in I1 and the “interference”
�1 is canceled in I2. In fact,

I1 =
√√√√ P

2 + 2
b2

1
a2

1

(
−b2

a2

)η−1 (
1 − a2

b2

b1

a1

)
�1,i

+
(

−b2

a2
+ a1

)
Z1,η−1 + Z1,η + a2 Z2,η−1 (70a)

and

I2 =
√√√√ P

2 + 2
b2

2
a2

2

(
−b1

a1

)η−1 (
1 − a1

b1

b2

a2

)
�2,i

+
(
−b1

a1
+ a2

)
Z2,η−1 + Z2,η + a1 Z1,η−1. (70b)

Over the original Gaussian BC with feedback we can
achieve the scaled-by-η−1 capacity of the new MISO BC (70),
and we thus have the following proposition.

Proposition 6: The noise-free feedback scheme of
Section II-C.3 with the choice of parameters presented here
in Section II-C.4, achieves all rate pairs (R1, R2) for which

R1 ≤ 1

2η
log

⎛
⎝1 +

P(1+δ)2

2+2q2δ2(1+δ)2

(
q2(1 + δ)2

)η−1

(q2δ2 + 1)σ 2
1 + q2δ4σ 2

2

⎞
⎠ (71a)

R2 ≤ 1

2η
log

⎛
⎝1 +

P(1+1/δ2)2

2+2q2(1+δ)2

(
q2δ2(1 + δ)2

)η−1

(q2δ2 + 1)σ 2
2 + q2σ 2

1

⎞
⎠ (71b)

simultaneously hold for some real numbers δ /∈ {−1, 0} and q
such that (62) holds.

The choice of parameters in (63)–(69) that leads to
Proposition 6 is, in general, sub-optimal; better choices can
be found in [8]. However, whenever the BC is not physically
degraded, the rates in Proposition 6 achieve the asymp-
totic high-SNR sum-rate capacity with noise-free feedback
(Theorem 1); see Corollaries 8 and 9 ahead. Moreover,
they also achieve the generalized prelog in Theorem 3. In
fact, Corollary 7 ahead suffices to prove the achievability of
Theorem 3, as is shown in Appendix A.

5) High-SNR Performance: By the following lemma, η = 1
maximizes the constraints in (71) for small powers P and
η → ∞ maximizes them for large powers P .

Lemma 1: Let ξ, ζ be positive real numbers. If 1 + ζ ≥ ξ ,
then the mapping η ∈ Z

+ 	→ 1
2η log(1 + ξη−1ζ ), has its

maximum at η = 1; otherwise it has its supremum at η → ∞.
Proof: See Appendix C.

Letting η → ∞, we obtain the following corollary to
Proposition 6.

Corollary 7: All nonnegative rate-pairs (R1, R2) that sat-
isfy

R1 <
1

2
log+ (q2(1 + δ)2

)
(72a)

R2 <
1

2
log+ (q2δ2(1 + δ)2

)
, (72b)

for some real numbers δ /∈ {−1, 0} and q such that (62) holds,
are achievable over the Gaussian BC with noise-free feedback.

From Corollary 7 with an appropriate choice of the para-
meters δ /∈ {−1, 0} and q we further obtain:

Corollary 8: If ρz ∈ (−1, 1), then for every ε ∈ (0, 1) there
exists a positive real number P0(ε, σ

2
1 , σ 2

2 , ρz) such that the
sum-rate

R1+ R2 = 1

2
log+

(
(1 − ε)P(σ 2

1 + σ 2
2 − 2ρzσ1σ2)

σ 2
1 σ 2

2 (1 − ρ2
z )

)
(73)
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is achievable over the Gaussian BC with noise-free feedback
when the allowed power P exceeds P0(ε, σ

2
1 , σ 2

2 , ρz).
Proof: By choosing

δ = σ1

σ2
· σ1 − ρzσ2

σ2 − ρzσ1
(74a)

q =
(

(1 − ε)P

δ2(1 + δ)2(σ 2
1 + δ2σ 2

2 + 2δρzσ1σ2)

)1/4

, (74b)

in Corollary 7 and in power constraint (62).
Corollary 9: If ρz ∈ {−1, 1}, and the channel is not

physically degraded, i.e., ρz /∈
{

σ1
σ2

, σ2
σ1

}
, then all nonnegative

rate-pairs (R1, R2) that satisfy

R1 <
1

2
log+

(
P

σ 2
1

)
(75a)

R2 <
1

2
log+

(
P

σ 2
2

)
(75b)

are achievable over the Gaussian BC with noise-free feedback.
Proof: Follows from Corollary 7 by choosing

δ = −ρz
σ1

σ2
(76a)

q =
(

P

σ 2
1

(
1 − σ1

σ2
ρz
)2
)1/2

(76b)

and verifying the power constraint (62).
Note 5: Specializing the rate constraints in (71) to the

choice in (76) we conclude that when ρz ∈ {−1, 1} all rate-
pairs (R1, R2) that satisfy

R1 ≤ 1

2η
log

⎛
⎝1 +

(
P

σ 2
1

)η−1(
1 − ρz

σ1

σ2

)2 P/σ 2
1

2 + 2P/σ 2
2

⎞
⎠

(77a)

R2 ≤ 1

2η
log

⎛
⎝1 +

(
P

σ 2
2

)η−1(
1 − ρz

σ2

σ1

)2 P/σ 2
2

2 + 2P/σ 2
1

⎞
⎠

(77b)

for some positive integer η, are achievable. Consequently, for
fixed η, when ρz ∈ {−1, 1} and the BC is not physically
degraded, our scheme achieves prelog 2 η−1

η . Thus, η = 3
suffices to increase the prelog compared to the non-feedback
setup. Also, when η → ∞ the scheme can achieve prelog 2.

D. Proof of Theorem 5 (Prelog With Noisy Feedback)

The interesting part is the converse, which we prove using a
genie-argument inspired by [14]. It is based on the following
three steps. 1.) We introduce a genie-aided Gaussian BC
without feedback and show that its sum-rate capacity upper
bounds the sum-rate capacity of the original Gaussian BC
with noisy feedback. 2.) We introduce a less noisy Gaussian
BC with neither genie-information nor feedback and show that
its sum-rate capacity coincides with the sum-rate capacity of
the genie-aided Gaussian BC. 3.) We show that the prelog of
the less noisy Gaussian BC equals 1, irrespective of the noise

variances σ 2
1 , σ 2

2 , σ 2
W 1, σ

2
W 2 > 0 and the correlation coefficient

ρz ∈ [−1, 1].
We next elaborate on these steps starting with the first.

The genie-aided Gaussian BC is defined as the original
Gaussian BC without feedback, but with a genie that prior
to transmission reveals the sequences {(Z1,t + W1,t )}n

t=1 and
{(Z2,t +W2,t )}n

t=1 to the transmitter and both receivers. Notice
that with this genie information, after each channel use t , the
transmitter can compute the missing feedback outputs V1,t

and V2,t :

V1,t = Xt + (Z1,t + W1,t ), (78)

V2,t = Xt + (Z2,t + W2,t ). (79)

Consequently, the sum-rate capacity of the genie-aided
Gaussian BC is at least as large as the sum-rate capacity of
the original Gaussian BC with feedback.

We next elaborate on the second step. The less noisy
Gaussian BC is described by the channel law

Y ′
1,t = xt + Z ′

1,t , (80)

Y ′
2,t = xt + Z ′

2,t , (81)

where the reduced noise samples Z ′
1,t , and Z ′

2,t are defined as

Z ′
1,t � Z1,t − E

[
Z1,t |(Z1,t + W1,t ), (Z2,t + W2,t )

]
, (82)

Z ′
2,t � Z2,t − E

[
Z2,t |(Z1,t + W1,t ), (Z2,t + W2,t )

]
, (83)

and are of variances

Var
(
Z ′

1,t

)= σ 2
1

σ 2
W 1σ

2
2 (1 − ρ2

z ) + σ 2
W 1σ

2
W 2

(σ 2
1 + σ 2

W 1)(σ
2
2 + σ 2

W 2) − σ 2
1 σ 2

2 ρ2
z

, (84)

Var
(
Z ′

2,t

)= σ 2
2

σ 2
W 2σ

2
1 (1 − ρ2

z ) + σ 2
W 2σ

2
W 1

(σ 2
1 + σ 2

W 1)(σ
2
2 + σ 2

W 2) − σ 2
1 σ 2

2 ρ2
z

. (85)

By the following two observations, the sum-rate capacity
of this less noisy Gaussian BC coincides with the sum-
rate capacity of the genie-aided Gaussian BC. The first is
that the sum-rate capacity of the less noisy Gaussian BC
remains unchanged if prior to transmission a genie reveals the
sequences {Z1,t + W1,t } and {Z2,t + W2,t } to the transmitter
and both receivers. Indeed, by (82)–(83) and the Gaussianity of
all involved sequences the genie-information {Z1,t +W1,t } and
{Z2,t + W2,t } is independent of the reduced noise sequences
{Z ′

1,t , Z ′
2,t }, and it thus plays only the role of common

randomness, which does not increase capacity. The second
observation is that the sum-rate capacity of the genie-aided
Gaussian BC coincides with the sum-rate capacity of the less
noisy Gaussian BC, when in this latter case the transmitter
and both receivers additionally know the genie-information
{(Z1,t +W1,t )} and {(Z2,t +W2,t )}. Indeed, knowing the genie-
information {(Z1,t + W1,t )}n

t=1 and {(Z2,t + W2,t )}n
t=1, the

outputs Y ′
1,t and Y ′

2,t can be transformed into the outputs Y1,t

and Y2,t , and vice versa.
We finally elaborate on the third step. The less noisy

Gaussian BC is a classical Gaussian BC with neither feedback
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nor genie-information, and its sum-rate capacity is [21]

CBCLessNoisy,�
(
P, σ 2

1 , σ 2
2 , ρz, σ

2
W 1, σ

2
W 2

)
= 1

2
log

⎛
⎝1 + P

min
{
Var
(

Z ′
1,t

)
, Var

(
Z ′

2,t

)}
⎞
⎠, (86)

where the variances Var
(

Z ′
1,t

)
, Var

(
Z ′

2,t

)
are defined in

(84) and (85). By (84)–(86) the prelog of the less noisy
Gaussian BC equals 1, irrespective of the noise variances
σ 2

1 , σ 2
2 , σ 2

W 1, σ
2
W 2 > 0 and the noise correlation ρz ∈ [−1, 1].

This concludes the third step, and thus our proof.

III. K -USER BROADCAST CHANNEL

A. Setup and Results

We next extend the model of Section II by allowing the
number of receivers K to exceed two. We assume noise-free
feedback. For each k ∈ {1, . . . , K } we denote the message
intended for Receiver k by Mk , and we assume that it is
uniformly distributed over Mk � {1, . . . , �2nRk �} and that
M1, . . . , MK are independent. The time-t symbol observed by
Receiver k is

Yk,t = xt + Zk,t , t ∈ {1, . . . , n}, (87)

where xt is the time-t transmitted symbol, and Zk,t is
the time-t noise sample at Receiver k. We assume that
{(Z1,t , . . . , Z K ,t )

T}n
t=1 is a sequence of IID centered Gaussian

vectors of covariance matrix Kz and that this sequence is
independent of the messages (M1, . . . , MK ). We denote the
variance of the noise at the k-th receiver by σ 2

k and the standard
deviation by σk . We assume that the standard deviations are
all strictly positive

σk > 0, k ∈ {1, . . . , K }. (88)

Based on the messages and the feedback signals, the trans-
mitter produces the time-t channel input

Xt = f (n)
K-BC,t (M1, . . . , MK , Y t−1

1 , . . . , Y t−1
K )

using encoding functions of the form

f (n)
K-BC,t : M1 × · · · × MK × R

K (t−1) → R (89)

that are constrained to produce channel inputs X1, . . . , Xn

satisfying the expected average block-power constraint (11).
Based on its received sequence Yk,1, . . . , Yk,n , Receiver k

forms the guess M̂k of Mk . We say that an error occurred
whenever at least one of the receivers errs, i.e., whenever

(M1, . . . , MK ) �= (M̂1, . . . , M̂K ). (90)

Achievable rate-tuples, the capacity region, the sum-rate
capacity, and the prelog are defined as in the two-receiver
case. We denote the sum-rate capacity by CK-BC,�(P, Kz).

Our main result for this model is the prelog when

rank(Kz) = 1. (91)

This case is the K -receivers analog of the two-receiver setting
with noise correlation ±1. In this case, the noise samples

Z1,t , . . . , Z K ,t are all multiples of each other, and we can
rewrite the channel law as:

Yk,t = Xt + ρ1,kσk Z1,t , t ∈ {1, . . . , n}, (92)

where σk > 0 (by (88)), and ρ1,k denotes the correlation
coefficient between Z1,t and Zk,t , which, by (91), is either
−1 or 1:

ρ1,k ∈ {−1,+1}, k ∈ {1, . . . , K }. (93)

Define
αk � ρ1,kσk, k ∈ {1, . . . , K }, (94)

and note that by (88) and (93)

αk �= 0, k ∈ {1, . . . , K }. (95)

As we shall see, when Kz is of rank 1, the prelog depends
on the number nα of αk ’s that are different:

nα = cardinality of {α1, . . . , αK }.
Notice that nα is also the number of noise samples
{Z1,t , . . . , Z K ,t } that are not exactly the same, but that differ
by a constant factor not equal to 1. It is also equal to the
number of different rows (or columns) in Kz .

Theorem 10: If all the noises are of positive variance (88),
and if the covariance matrix Kz has rank 1, then the prelog is
nα :

lim
P→∞

CK-BC,�(P, Kz)
1
2 log(1 + P)

= nα. (96)

Proof: Since there are only nα different channels, the
prelog cannot exceed nα . It thus only remains to prove
achievability.

If nα = K , then a prelog nα is achievable using the scheme
presented in Section III-B ahead; see Proposition 12 at the end
of that section. If nα < K , then we pick nα receivers such
that the corresponding α’s are all different. We then apply the
scheme in Section III-B to only these nα receivers (and ignore
the other receivers).

Corollary 11: When Kz is of rank 1 and all its rows are
different (i.e., nα = K ), the prelog is K .

The achievability of prelog K , for K ≥ 3, was proved in
[13] for the complex memoryless Gaussian broadcast channel.
In [13], however, it is assumed that the real and imaginary parts
of the noise symbols are correlated. Consequently, Theorem 10
is not implied by [13].

Note 6: Theorem 10 remains valid also when the transmit-
ter has feedback only from a single receiver. The proof is
analogous to the proof of Note 3.

B. A Scheme for the Case Where rank(Kz) = 1 and nα = K

We generalize the coding scheme of Section II-C to the case
where there are K ≥ 2 receivers. We focus on the case where
Kz has rank 1 and

nα = K , (97)

i.e.,
αk �= αk′ ,

(
k, k ′ ∈ {1, . . . , K }, k �= k ′). (98)

The idea is to exploit the feedback in order to transform each
block of η uses of the original scalar BC into a single use of
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a new MISO BC with vector input (�1, . . . , �K )T ∈ R
K and

scalar outputs I1, . . . , IK at Receivers 1, . . . , K , and to then
code over these blocks (ignoring the feedback). This allows us
to achieve on the original scalar BC the scaled-by-η−1 capacity
of the new MISO BC (without feedback).

We next describe how to transform the first block of η uses
of the original BC into a single use of the new MISO BC;
subsequent η-length blocks are transformed similarly. The key
parameters are: the η-by-η strictly lower-triangular matrices
B1, . . . , BK ; the η-dimensional column-vectors u1, . . . , uK ;
and the η-dimensional column-vectors v1, . . . , vK . How to
choose these parameters will be discussed later.

The transmitter produces the η-length vector of inputs

X =
K∑

k=1

�kuk +
K∑

k=1

BkαkZ1 (99)

where Z1 � (Z1,1, . . . , Z1,η)
T are the first η samples of the

noise experienced by Receiver 1, which can be computed
strictly-causally by the transmitter thanks to the feedback.
Using (92) and (94), we can express the channel outputs
Yk � (Yk,1, . . . , Yk,η)

T observed by Receiver k ∈ {1, . . . , K }
as

Yk =
K∑

k′=1

�k′ uk′ +
(

K∑
k′=1

Bk′αk′ + Iαk

)
Z1. (100)

Based on these outputs, Receiver k computes its new scalar
output

Ik � vT
kYk . (101)

The channel input sequence satisfies the average block-power
constraint over the block of length η whenever the information
carrying symbols �1, . . . , �K are independent; they satisfy
E
[
�2

k

] ≤ 1 for every k ∈ {1, . . . , K }; and

K∑
k=1

‖uk‖2 + tr

((
K∑

k=1

Bkαk

)(
K∑

k=1

BT
kαk

))
≤ ηP. (102)

For every integer η ≥ K , we next present a choice of the
parameters B1, . . . , BK , u1, . . . , uK , and v1, . . . , vK with the
following properties:

(i) each vector vk is orthogonal to the first η − 1 columns of
the matrix

(∑K
k′=1 Bk′αk′ + Iαk

)
;

(ii) each vector uk is orthogonal to the vectors
v1, . . . , vk−1, vk+1, . . . , vK but not to vk ;

(iii) each inner product vT
kuk is proportional to

(√
P/αk

)η−K ,
where the proportionality factor is nonzero and does not
depend on η or P; and

(iv) the power constraint (102) is satisfied for all P ≥ K .

Properties (i) and (ii) guarantee that the new scalar output Ik

formed at Receiver k has the form

Ik = vT
kuk�k + αk Z1,η, (103)

i.e., the first η − 1 noise symbols Z1,1, . . . , Z1,η−1 and the
interference symbols {�k′ }k′ �=k are completely canceled out.
As explained in more detail later, Property (iii) guarantees
that, when η → ∞, our scheme achieves prelog 1 to each
Receiver k ∈ K.

To describe our choice of the parameters, we need defini-
tions (104) and (105) ahead. Define for each k ∈ {1, . . . , K }
the K -dimensional column-vector

αk = (1, αk, α2
k , α3

k , . . . , αK
k

)T
. (104)

Let ŵk be the projection of αk onto the linear subspace
spanned by {α1, . . . ,αk−1,αk+1, . . . ,αK }, and define

wk � αk − ŵk∥∥αk − ŵk
∥∥ . (105)

Note that the vectors {αk} and {wk} do not depend on P or η.
For every η ≥ K , choose the matrices B1, . . . , BK so that

K∑
k′=1

Bk′αk′ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0 · · · 0 0 0√
P 0 0 · · · 0 0

0
√

P 0 · · · 0 0
...

. . .
. . .

. . .
...

...

0 · · · 0
√

P 0 0
0 · · · 0 0

√
P 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, (106)

and choose for k ∈ {1, . . . , K }:
uk =

( wk,1√
P

K−1 ,
wk,2√
P

K−2 , . . . ,
wk,K−1√

P
, wk,K , 0, . . . , 0)

)T

(107)

where wk, j denotes the j -th entry of the vector ŵk , and

vk =
((

−
√

P
αk

)η−1
,
(
−

√
P

αk

)η−2
, . . . , −

√
P

αk
, 1

)T

. (108)

We next verify that this parameter choice satisfies
Properties (i)–(iv). Property (i) follows from (106) and (108).
By (95) and (98) the vectors {αk}K

k=1 are linearly independent.
Therefore, by (105) and by the definition of the vectors {ŵk},
each vector wk is orthogonal to {α1, . . . ,αk−1,αk+1, . . . ,αK }
but not to αk :

αT

k′wk = 0, k ′ ∈ {1, . . . , k − 1, k + 1, . . . , K }, (109a)

and
αT

kwk �= 0. (109b)

Property (ii) follows now by (109) and because by (107) and
(108):

vT

k′uk =
√

P
η−K

α
η−1
k

αT

k′ wk, k, k ′ ∈ {1, . . . , K } (110)

Property (iii) follows by (109b) and (110), and because αk and
wk do not depend on η or P . Finally, the last Property (iv)
(the power constraint for P > K ) follows by combining (106)
with (107) and because, by definition (105), ‖wk‖2 = 1.

We conclude that the new output Ik at Receiver k is of the
form in (103). Therefore, by (110), when P > K our scheme
with the described choice of parameters achieves all rate tuples
(R1, . . . , RK ) that satisfy

Rk ≤ 1

2η
log

(
1 + Pη−K (αT

kwk)
2

α
2η
k

)
, k ∈ {1, . . . , K },

(111)
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Fig. 5. The two-user Gaussian IC with one-sided noise-free feedback.

for some η ≥ K . Since αT
kwk is not zero (109b) and does not

depend on η, by letting η tend to infinity, we obtain from (111):
Proposition 12: If rank(Kz) = 1 and nα = K and if the

power constraint P > K , then with noise-free feedback all
nonnegative rate-tuples (R1, . . . , RK ) satisfying

Rk <
1

2
log+

(
P

α2
k

)
, k ∈ {1, . . . , K }, (112)

are achievable over the K -user Gaussian BC.
Thus, for each Receiver k, we can achieve prelog 1; and

therefore we achieve prelog K for the sum-rate.

IV. TWO-USER INTERFERENCE CHANNEL

A. Setup and Results

In this section we study the real scalar memoryless Gaussian
IC with noise-free feedback, which is depicted in Figure 5.
This network has two transmitters and two receivers: Trans-
mitter 1 wishes to send Message M1 to Receiver 1, and
Transmitter 2 wishes to send Message M2 to Receiver 2.
Assuming that at time t Transmitter 1 sends the real symbol
x1,t and Transmitter 2 sends the real symbol x2,t , Receiver 1
observes

Y1,t = a1,1x1,t + a1,2x2,t + Z1,t , (113a)

and Receiver 2 observes

Y2,t = a2,1x1,t + a2,2x2,t + Z2,t . (113b)

The channel gains are non-zero real constants

a1,1, a1,2, a2,1, a2,2 �= 0, (114)

and the noise sequences {(Z1,t , Z2,t )}n
t=1 are as in Section II.

Each transmitter has access to noise-free feedback from its
intended receiver. Thus, each transmitter can choose its time-t
channel input as

Xk,t = f (n)
IC,k,t

(
Mk , Y t−1

k

)
, k ∈ {1, 2},

for some encoding function f (n)
IC,k,t of the form

f (n)
IC,k,t : Mk × R

t−1 → R, k ∈ {1, 2}.
The two channel input sequences are subject to the same
average block-power constraint P > 0:

1

n
E

[
n∑

t=1

X2
k,t

]
≤ P, k ∈ {1, 2}. (115)

Decoding rules, achievable rate pairs, the capacity region,
the sum-rate capacity, and the prelog are defined as for the
Gaussian BC. We denote the sum-rate capacity of the Gaussian
IC with noise-free feedback by CIC,�(P, σ 2

1 , σ 2
2 , ρz).

Without feedback, the prelog of the Gaussian IC equals 1;
with noise-free feedback it can be 2, depending on the channel
gains a1,1, a1,2, a2,1, a2,2 �= 0 and on the noise parameters
σ 2

1 , σ 2
2 , ρz .

Theorem 13: The prelog of the Gaussian IC with noise-free
feedback satisfies the following three statements.

• If |ρz| < 1 or if |ρz| = 1 and a2,2
a1,2

= a1,2
a1,1

= ρz
σ2
σ1

, then

lim
P→∞

CIC,�(P, σ 2
1 , σ 2

2 , ρz)
1
2 log(1 + P)

= 1; (116)

• if |ρz | = 1 and neither a2,2
a1,2

nor a1,2
a1,1

equals ρz
σ2
σ1

, then

lim
P→∞

CIC,�(P, σ 2
1 , σ 2

2 , ρz)
1
2 log(1 + P)

= 2; (117)

• otherwise

1 ≤ lim
P→∞

CIC,�(P, σ 2
1 , σ 2

2 , ρz)
1
2 log(1 + P)

≤ 2. (118)

Proof: See Section IV-C.

B. A Scheme

We present a scheme similar to the scheme for the BC in
Section II-C. Thus, the idea is to transform each block of η
channel uses of the original IC into a single use of a new
IC with inputs �1 ∈ R at Transmitter 1 and �2 ∈ R at
Transmitter 2 and with outputs I1 at Receiver 1 and I2 at
Receiver 2, and to then code over this new IC. In this way we
can achieve on the original IC the scaling-by-η−1 of any rate
pair that is achievable on the new IC.

We describe how to transform the first block of η uses of
the original IC into a single use of the new IC; subsequent
blocks are transformed similarly. The key parameters are:
two strictly lower-triangular η-by-η matrices B1 and B2; two
η-dimensional column-vectors u1, u2; and two η-dimensional
row-vectors v1, v2.

Denoting by

Xk � (Xk,1, . . . , Xk,η)
T, k ∈ {1, 2}, (119)

the η-length vector of symbols that Transmitter k sends in this
first block, we choose

X1 = u1�1 + B1(a1,2X2 + Z1) (120a)

X2 = u2�2 + B2(a2,1X1 + Z2). (120b)

Receiver k observes the corresponding η-length vector of
outputs Yk and computes the new output

Ik = vT
kYk . (121)

In the following, we present a choice of parameters for the
case where ρz ∈ {−1, 1}. In this case,

Z2,t = ρz
σ2

σ1
Z1,t , (122)
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and we can rewrite the channel outputs at Receiver 2 as

Y2,t = a2,1 X1,t + a2,2 X2,t + ρz
σ2

σ1
Z1,t , (123)

We choose B2 the all-zero matrix and

B1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 · · · 0 0√
P

σ1
0 0 · · · 0 0

0
√

P
σ1

0 · · · 0 0
...

. . .
. . .

. . .
...

...

0 . . . 0
√

P
σ1

0 0

0 0 . . . 0
√

P
σ1

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (124)

By (120) and (123), with this choice

Y1 = a1,1u1�1 + a1,2(a1,1B1 + I)u2�2 + (a1,1B1 + I)Z1

and

Y2 = a2,1u1�1 + (a2,1a1,2B1 + a2,2I)u2�2

+
(

a2,1B1 + ρz
σ2

σ1
I
)

Z1.

We now choose the vector v1 to be orthogonal to the first
(η−1) columns of the matrix (a1,1B1 + I); v2 to be orthogonal
to the first (η−1) columns of the matrix

(
a2,1B1 +ρz

σ2
σ1

I
)
; the

vector u1 to be orthogonal to v2 but not to v1; and the vector
u2 simply not orthogonal to (a2,1a1,2B1 + a2,2I)v2. Such a
choice is:

u1 =
√

P/2

1 + a2
2,1 P/σ 2

2

·
(

1 a2,1
√

P
ρzσ2

0 . . . 0
)T

u2 =
√√√√ σ 2

1

2a2
1,2

· (1 0 . . . 0
)T

v1 =
((−a1,1

√
P

σ1

)η−1 (−a1,1
√

P
σ1

)η−2
. . .

−a1,1
√

P
σ1

1

)

v2 =
((−a2,1

√
P

ρzσ2

)η−1 (−a2,1
√

P
ρzσ2

)η−2
. . .

−a2,1
√

P
ρzσ2

1

)
.

If the information symbols �1 and �2 are independent and
satisfy E

[
�2

1

]
, E
[
�2

2

] ≤ 1, then the chosen u1, u2, B1, B2
result in a scheme satisfying the blocklength-η average power
constraint at Transmitter 1 for any positive integer η and also

at Transmitter 2 for η >
σ 2

1
2P .

We obtain:

I1 � vT
1Y1

=
√√√√ Pσ 2

2

σ 2
2 + Pa2

2,1

(
−

√
Pa1,1

σ1

)η−1(
1 − a2,1σ1

a1,1ρzσ2

)
a1,1�1

+ Z1,η (125a)

and

I2 � vT
2Y2

=
(

−
√

Pa2,1

ρzσ2

)η−1(
a2,2 − a1,2

ρzσ2

σ1

)
�2 + ρz

σ2

σ1
Z1,η.

(125b)

Thus, the noise symbols Z1,1, . . . , Z1,η−1 are completely
canceled out when forming the “new outputs” in (125a) and
(125b) and only Z1,η remains. Moreover, the “interference
symbol” �2 is canceled out in I1 and the “interference
symbol” �1 is canceled out in I2.

By (125), we conclude that our scheme achieves all non-
negative rate pairs that satisfy

R1<
1

2η
log

(
1+ Pηa2η

1,1

σ
2η
1

σ 2
2

(σ 2
2 + Pa2

2,1)

(
1− a2,1σ1

a1,1ρzσ2

)2
)

(126a)

R2<
1

2η
log

(
1 + Pη−1a2η−2

2,1

σ
2η
2

(
a2,2 − a1,2ρzσ2

σ1

)2
)

(126b)

for all η ≥ σ 2
1

2P .
Taking the limit η → ∞ leads to the following.
Proposition 14: If ρz ∈ {−1, 1} and neither a2,1

α1,1
nor a2,2

a1,2

equals ρz
σ2
σ1

, then all rate-pairs satisfying

R1 <
1

2
log+

(
a2

1,1 P

σ 2
1

)
(127)

R2 <
1

2
log+

(
a2

2,1 P

σ 2
2

)
(128)

are achievable over the Gaussian IC with noise-free feedback.
Note 7: With the proposed choice of parameters our scheme

achieves prelog 2 when ρz ∈ {−1, 1} and a2,1
α1,1

and a2,2
a1,2

are both
different from ρz

σ2
σ1

and when η → ∞. For fixed η the scheme

achieves a prelog of 2 η−1
η ; see the rate constraints in (126).

Thus, choosing η = 3 suffices to achieve a prelog larger than 1.
Note 8: Exchanging the roles of the two transmitters we

obtain: when ρz ∈ {−1, 1} and a2,1
α1,1

and a2,2
a1,2

are both different
from ρzσ2

σ1
, then all rate-pairs satisfying

R1 ≤ 1

2
log+

(
a2

1,2 P

σ 2
1

)
(129)

R2 ≤ 1

2
log+

(
a2

2,2 P

σ 2
1

)
(130)

are achievable over the Gaussian IC with noise-free feedback.
Note 9: For a symmetric setup where a1,1 = a2,2 and

a1,2 = a2,1 the achievability of (117) can also be shown
using a slight generalization of Kramer’s memoryless LMMSE
scheme [15], see [12].

C. Proof of Theorem 13

Relation (118) follows from the following more general
result: Irrespective of the channel parameters,

1 ≤ lim
P→∞

CIC,�(P, σ 2
1 , σ 2

2 , ρz)
1
2 log(1 + P)

≤ 2. (131)

The lower bound in (131) can be achieved by silencing
Transmitter 1 and letting Transmitter 2 communicate its
Message M2 to Receiver 2 over the resulting interference-
free Gaussian channel Y2,t = a2,2 X2,t + Z2,t at rate
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R2 = 1
2 log

(
1 + a2

2,2 P

σ 2
2

)
. The upper bound can be derived

using the cut-set bound and the entropy maximizing property
of the Gaussian distribution under a covariance matrix con-
straint. In fact, applying two cuts between both transmitters
and each of the two receivers yields the following upper
bounds

Rk <
1

2
log

(
1 + (|ak,1| + |ak,2|)2 P

σ 2
k

)
, k ∈ {1, 2},

which establish the converse result in (131).
We next prove (116). The achievability follows from (131).

When ρz ∈ {−1, 1} and a2,1
a1,1

= a2,2
a1,2

= ρz
σ2
σ1

, the converse holds
because in this case

Y1,t = ρz
σ1

σ2
Y2,t with probability 1 (132)

and thus, each receiver can reconstruct the other receiver’s
outputs. Consequently, the feedback capacity of our Gaussian
IC coincides with the feedback capacity of the Gaussian MAC
from the two transmitters to one of the two receivers, and its
prelog is 1 [27].

To prove the converse to (116) when ρz ∈ (−1, 1) we use
a genie-argument and a generalized Sato-MAC bound [28],
similar to the upper bounds in [29, Section V-B], [30]–[32].
Our proof consists of the following three steps. In the first
step we let a genie reveal the symbols

Un = Zn
2 − a2,2

a1,2
Zn

1

to Receiver 1 before the transmission begins. This obviously
can only increase the sum-rate capacity of our channel. We
refer to the resulting setup as the genie-aided IC.

In the second step, we apply Sato’s MAC-bound argument
[28] to this genie-aided IC.4 That is, we define an appropriate
genie-aided MAC and show that the capacity of the genie-
aided IC is contained in the capacity of this genie-aided MAC.
The genie-aided MAC is obtained from the genie-aided IC by
eliminating Receiver 2 and requiring that the sole remaining
Receiver 1 decode both messages M1 and M2. The desired
inclusion of the capacities is proved by showing that for any
encoding and decoding strategies for the genie-aided IC it is
possible to find encoding/decoding strategies for the genie-
aided MAC such that the probability of error over the MAC
is no larger than over the IC.

Given encoding/decoding functions for the genie-aided IC,
we choose the encoding/decoding functions for the genie-
aided MAC as follows. The MAC transmitters apply the same
encoding functions as the IC transmitters. The sole MAC-
receiver decodes the pair (M1, M2) as follows: 1.) It applies
IC-Receiver 1’s decoding rule to decode Message M1. 2.) It
computes

X̂1,t = f (n)
IC,1,t (M̂1, Y t−1

1 ), t ∈ {1, . . . , n}, (133)

and

Ŷ n
2 = a2,2

a1,2

(
Y n

1 − a1,1 X̂n
1

)+ a2,1 X̂n
1 + Un, (134)

4Unlike in Sato’s setup, here both transmitters have feedback from their
corresponding receivers. However, as we shall see, also in our setup (because
the feedback is one-sided) we can use the same arguments.

where M̂1 denotes the decoded message in 1.) and f (n)
IC,1,t

denotes IC-Transmitter 1’s encoding function. 3.) It finally
applies IC-Receiver 2’s decoding rule to decode Message M2
based on the sequence Ŷ n

2 .
Notice that if the MAC-receiver (and thus also IC-

Receiver 1) decodes M1 correctly, then X̂n
1 = Xn

1 , and Ŷ n
2 =

Y n
2 , and the MAC’s guess of M2 is identical to that of the

IC’s. Consequently, whenever the IC-Receivers 1 and 2 decode
their intended messages M1 and M2 correctly, so does the
sole MAC-receiver, and the probability of error over the MAC
cannot therefore exceed the probability of error over the IC.
This concludes the second step.

In the third step we show that the genie-aided MAC has
prelog no larger than 1. Combined with the previous two steps
this yields the desired converse to (116). Before elaborating
on this third step, we recall that in the genie-aided MAC the
channel law is

Y1,t = a1,1 X1,t + a1,2 X2,t + Z1,t , t ∈ {1, . . . , n};
the two transmitters observe the generalized feedback signals
{Y1,t } and {Y2,t }; and before the transmission begins, the
receiver learns the genie-information Un .

We now prove that the prelog of this genie-aided MAC
is upper-bounded by 1. To this end we fix an arbitrary
sequence of blocklength-n, rates-(R1, R2) coding schemes for
the considered MAC such that the probability of error ε(n)
tends to zero as n tends to infinity. For every blocklength n
we then have:

R1 + R2 ≤ 1

n
I (M1, M2; Y n

1 , Un) + ε(n)

n

= 1

n
I (M1, M2; Y n

1 |Un) + ε(n)

n

= 1

n

n∑
t=1

(
h(Y1,t |Y t−1

1 , Un) −

h(Y1,t |Y t−1
1 , M1, M2, Un)

)
+ ε(n)

n

≤ 1

n

n∑
t=1

(
h(Y1,t |Ut )

− h(Y1,t |Y t−1
1 , M1, M2, Y t−1

2 , Un)
)

+ ε(n)

n

= 1

n

n∑
t=1

(
h(Y1,t |Ut ) − h(Y1,t |X1,t , X2,t , Ut )

)

= 1

n

n∑
t=1

I (Y1,t ; X1,t , X2,t |Ut )

≤ 1

2
log

⎛
⎝1 + (|a1,1| + |a1,2|)2 P

Var
(

Z1,t |Z2,t − a2,2
a1,2

Z1,t

)
⎞
⎠ (135)

where the first inequality follows by Fano’s inequality; the first
equality follows by the independence of the genie-information
Un and the messages M1 and M2; the third equality by
noting that the vector Y t−1

2 can be computed as a function
of M1, Y t−1

1 , and Ut−1, see (134); the fourth equality follows
because the input X1,t is a function of the Message M1 and
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the feedback outputs Y t−1
1 , and similarly X2,t is a function of

M2 and Y t−1
2 , and because of the Markov relation

(M1, M2, Y t−1
1 , Y t−1

2 , Ut−1, Un
t+1) − (X1,t , X2,t , Ut ) − Y1,t ;

and the last inequality follows because the Gaussian dis-
tribution maximizes differential entropy under a covariance
constraint.

Since Var
(

Z1,t |Z2,t − a2,2
a1,2

Z1,t

)
does not depend on P and

is strictly positive whenever ρz ∈ (−1, 1), by (135) we
conclude that (116) holds also when ρz ∈ (−1, 1).

The converse to (117) follows from the general
Relation (131), and its achievability from Proposition 14 in
Section IV-B.

APPENDIX A

PROOF OF THEOREM 3

Recall that here ρz(P) depends on the power P .
The following two upper bounds are obtained from the cut-

set bound and the fact that a Gaussian law maximizes the
differential entropy under a variance constraint [23]. With two
individual cuts between the transmitter and each of the two
receivers we obtain

R1 + R2 ≤ max
X : E[X2]≤P

{I (X; Y1) + I (X; Y2)}

= 1

2
log

(
1 + P

σ 2
1

)
+ 1

2
log

(
1 + P

σ 2
2

)
, (136)

and with a single cut between the transmitter and both
receivers

R1 + R2 ≤ max
X : E[X2]≤P

I (X; Y1, Y2)

= 1

2
log

(
1 + P(σ 2

1 + σ 2
2 − 2σ1σ2ρz)

σ 2
1 σ 2

2 (1 − ρ2
z )

)
. (137)

We first prove the converse to (29) where σ 2
1 = σ 2

2 . In this
case, Upper bound (137) specializes to

CBC,�(P, σ 2
1 , σ 2

1 , ρz(P))

≤ 1

2
log

⎛
⎝1 + P

σ 2
1
2 (1 + ρz(P))

⎞
⎠, ρz(P) ∈ (−1, 1). (138)

In view of (17), and since we assume σ 2
1 = σ 2

2 and we defined
− log(0) = ∞, Upper bound (138) holds also for ρz(P) ∈
{−1, 1}, and thus for all ρz(P) ∈ [−1, 1]. Therefore, by the
definition of ζ−1 in (27),

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

1 , ρz(P))
1
2 log(1 + P)

≤ 1 + ζ−1. (139)

On the other hand, by (136), irrespective of {ρz(P)}{P>0},

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

1 , ρz(P))
1
2 log(1 + P)

≤ 2. (140)

Combining (139) and (140) establishes the converse to (29).
We now prove the converse to (30) where σ 2

1 �= σ 2
2 . Using

the facts that

σ 2
1 + σ 2

2 − 2ρz(P)σ1σ2 < 2(σ 2
1 + σ 2

2 ) (141)

and
1 − ρ2

z (P) ≥ 1 − |ρz(P)|, (142)

we can further upper bound the right-hand side of (137) to
obtain:

CBC,�(P, σ 2
1 , σ 2

2 , ρz(P))

≤ 1

2
log

⎛
⎜⎝1 + P

σ 2
1 σ 2

2
2(σ 2

1 +σ 2
2 )

(1 − |ρz(P)|)

⎞
⎟⎠, ρz(P) ∈ (−1, 1).

(143)

Now, since we defined − log(0) = ∞, Upper bound (143)
holds also for ρz(P) ∈ {−1, 1}, and hence for all ρz(P) ∈
[−1, 1]. Moreover, since by the definitions of ζ−1 and ζ+1 in
(27) and (28),

lim
P→∞

− log(1 − |ρz(P)|)
log(P)

= max {ζ−1, ζ+1}, (144)

we conclude that

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

2 , ρz(P))
1
2 log(1 + P)

≤1+max {ζ−1, ζ+1} .

(145)

Combining (145) with (140) establishes the converse to (30).
We next prove that for arbitrary σ 2

1 , σ 2
2 :

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

2 , ρz(P))
1
2 log(1 + P)

≥min {1+ζ−1, 2} . (146)

Since a generalized prelog of 1 is achievable even without
feedback [21], [22] the interesting case is ζ−1 > 0. In the
following, assume that ζ−1 > 0, which implies the existence
of an increasing unbounded sequence {P
}∞
=1 such that

lim

→∞

− log(1 + ρz(P
))
1
2 log(P
)

= ζ−1 > 0, (147)

and in particular
lim


→∞ ρz(P
) = −1. (148)

For each 
 we choose parameters q
 and δ
 and show that
Inequality (146) follows from Corollary 7 specialized to these
parameters. We choose

δ
 =
{

σ1
σ2

· σ1−ρz (P
)σ2
σ2−ρz(P
)σ1

if ρz(P
) ∈ (−1, 1)

−ρz(P
)
σ1
σ2

if ρz(P
) ∈ {−1, 1}, (149)

and define the limit (not necessarily finite)

κ � lim

→∞ P


(
σ 2

1 + δ2

σ

2
2 + 2δ
ρz(P
)σ1σ2

)
. (150)

Depending on κ , we choose q
 > 0 as follows. Let ε ∈ (0, 1)
be a small positive number.

• If κ = ∞, we choose

q
 =
(

(1 − ε)P


δ2

 (1 + δ
)2

(
σ 2

1 + σ 2
2 δ2


 + 2ρz(P
)δ
σ1σ2
)
)1/4

;
(151)

• if κ ∈ [0,∞), we choose

q
 = (β(1 − ε)P


)1/2 (152)
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where β > 0 is a solution to

σ 2
1

(
1 + σ1

σ2

)2

β

(
1 + β

κ

σ 2
2

)
= 1. (153)

Notice that for every ε > 0 there exists a positive integer

0(ε, σ

2
1 , σ 2

2 , κ) such that our choice (δ
, q
) satisfies the
power constraint (62) for all 
 > 
0(ε, σ

2
1 , σ 2

2 , κ).
Moreover, if κ ∈ [0,∞), then specializing the rates in

Corollary 7 to the choices in (149) and (152) proves that

lim

→∞

CBC,�(P
, σ
2
1 , σ 2

2 , ρz(P
))
1
2 log(1 + P
)

≥ 2. (154)

If κ = ∞, then for all sufficiently large 
 the correlation
coefficient ρz(P
) ∈ (−1, 1), and by (149) the choice in (151)
evaluates to

q
 =
(

(σ2 − σ1ρz(P
))
2

δ2

 (1 + δ
)2σ 2

1

(
σ 2

2 + σ 2
1 − 2ρz(P
)σ1σ2

)
)1/4

·
(

(1 − ε)P


1 − |ρz(P
)|2
)1/4

(155)

Notice that by (148) and (149)

lim

→∞

log

(
(σ2−σ1ρz (P
))

2

δ2

 (1+δ
)2σ 2

1

(
σ 2

2 +σ 2
1 −2ρz (P
)σ1σ2

)
(1+|ρz(P
)|)

)
1
2 log(P)

= 0,

(156)
and therefore, specializing the rates in Proposition 7 to the
choice in (149) and (155) proves that

lim

→∞

CBC,�(P
, σ
2
1 , σ 2

2 , ρz(P
))
1
2 log(1 + P
)

≥ 1 + ζ−1. (157)

Combining (157) with (154) establishes (146).
In a similar way we can also prove that when σ 2

1 �= σ 2
2

lim
P→∞

CBC,�(P, σ 2
1 , σ 2

2 , ρz(P))
1
2 log(1 + P)

≥ min {1 + ζ+1, 2} . (158)

To this end, it suffices that in the proof to (146) we replace
ζ−1 by ζ+1; (147) by

lim

→∞

− log(1 − ρz(P
))
1
2 log(P)

= ζ+1 > 0; (159)

(148) by

lim

→∞ ρz(P) = 1; (160)

and (153) by

σ 2
1

(
1 − σ1

σ2

)2

β

(
1 + β

κ

σ 2
2

)
= 1. (161)

The assumption of non-equal noise variances σ 2
1 �= σ 2

2 is
needed here to conclude that (156) holds and that (161) has a
finite solution for β.

Combining finally (158) with (146) establishes the achiev-
ability of (29) and (30) and concludes the proof.

APPENDIX B

PROOF OF NOTE 4

Let σ 2
1 , σ 2

2 > 0 and ρz ∈ [−1, 1] be fixed and for every
power P > 0 let the feedback-noise variances σ 2

W 1(P) and
σ 2

W 2(P) be given, where

lim
P→∞

− log(σ 2
Wν(P))

log P
≤ 0, ν ∈ {1, 2}. (162)

Since for each power P a prelog 1 is achievable even
without feedback we have to prove

lim
P→∞

CBCNoisy,�
(
P, σ 2

1 , σ 2
2 , ρz, σ

2
W 1(P), σ 2

W 2(P)
)

1
2 log(1 + P)

≤ 1.

(163)
For ρz ∈ (−1, 1) Inequality (163) follows immediately from
Corollary 2, because with noisy feedback the prelog cannot
be larger than with noise-free feedback. (The transmitter can
always add the feedback noise itself.)

For ρz ∈ {−1, 1} the proof of (163) is similar to the proof
in Section II-D. In fact, following the same steps as before,
we can conclude that for each P > 0

CBCNoisy,�(P, σ 2
1 , σ 2

2 , ρz, σ
2
W 1(P), σ 2

W 2(P))

≤ 1

2
log

⎛
⎝1 + P

min
{
Var
(

Z ′
1,t

)
, Var

(
Z ′

2,t

)}
⎞
⎠, (164)

where here, because |ρz | = 1, the variances in (84) and (85)
simplify to

Var
(
Z ′

1,t

)= σ 2
1 σ 2

W 1(P)σ 2
W 2(P)

σ 2
1 σ 2

W 2(P) + σ 2
2 σ 2

W 1(P) + σ 2
W 1(P)σ 2

W 2(P)
,

(165)

Var
(
Z ′

2,t

)= σ 2
2 σ 2

W 1(P)σ 2
W 2(P)

σ 2
1 σ 2

W 2(P) + σ 2
2 σ 2

W 1(P) + σ 2
W 1(P)σ 2

W 2(P)
.

(166)

The desired inequality (163) for ρz ∈ {−1, 1} follows now
simply by combining (162) with (164)–(166).

APPENDIX C

PROOF OF LEMMA 1

Let η ∈ Z
+. If 1 + ζ ≥ ξ , then

1

2η
log(1 + ξη−1ζ ) ≤ 1

2η
log(1 + (1 + ζ )η−1ζ )

= 1

2η
log
(
(1 + ζ )η −

(
(1 + ζ )η−1−1

)
︸ ︷︷ ︸

≥0

)

≤ 1

2η
log
(
(1 + ζ )η

)
= 1

2
log(1 + ζ ).
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Otherwise, if 1 + ζ < ξ , then

1

2η
log(1 + ξη−1ζ ) ≤ 1

2η
log(1 + ξη−1(ξ − 1))

= 1

2η
log
(
ξη −

(
ξη−1 − 1

)
︸ ︷︷ ︸

≥0

)

≤ 1

2η
log
(
ξη
)

= 1

2
log(ξ).
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