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Abstract-We show that the capacity region of the state­
dependent multiple-access channel (SD-MAC) with strictly­
causally cribbing encoders is not enlarged if strictly-causal state­
information (SI) and feedback are furnished to the encoders. We 
also derive the capacity region of the SD-MAC with causal SI 
at the cribbing encoders and show that Shannon strategies are 
optimal. Such strategies are generally suboptimal if the encoders 
access distinct SI. However, Shannon strategies are optimal and 
we have a characterization of the capacity region for the case 
where both encoders crib, causal SI is revealed to one encoder, 
and feedback is available to the other encoder. 

I. INTRODUCTION 

Unlike the memoryless single-user channel, the capacity 
of the memoryless multiple-access channel (MAC) typically 
increases when feedback from the channel output to the 
encoders is introduced [lJ. The intuitive explanation for this 
phenomenon is that, via the feedback link, each encoder 
learns something about the symbol transmitted by the other 
encoder and hence also something about the other encoder's 
message, thus facilitating some cooperation. If this is the 
right explanation, then one would expect that feedback could 
not increase the capacity region of the MAC with cribbing 
encoders [2], where, before transmitting its time-i symbol, 
each encoder learns the symbol transmitted by the other 
encoder at time i-I. We shall see that this is indeed the 
case. 

Like feedback on the MAC, strictly-causal state-information 
(SI) can increase the sum-rate capacity of the state-dependent 
multiple-access channel (SD-MAC) [3]. In analogy to the 
aforementioned result, we shall see that once the encoders 
are allowed to crib, strictly-causal SI becomes useless: the 
capacity region of the SD-MAC with cribbing encoders is not 
enlarged if SI is revealed to the encoders in a strictly-causal 
fashion. In fact, a stronger result holds: the capacity region of 
the SD-MAC with cribbing encoders is not increased even if 
we furnish the encoders with both feedback and strictly-causal 
SI (Theorem 3). 

This result suggests that-unlike the SD-MAC with causal 
SI and no cribbing for which Shannon strategies are sub­
optimal [3J-for the SD-MAC with causal SI and cribbing 
encoders Shannon strategies are optimal. This is indeed the 
case (Theorem 5). It is not, however, the case when the channel 
is governed by two (correlated) memoryless state sequences 
each of which is revealed causally to only one encoder. 

We conclude by computing the capacity of the SD-MAC 
with two cribbing encoders, causal SI at one encoder, and 
one-sided feedback at the other encoder. 

II. THE SD-MAC WITH CRIBBING ENCOD ER S 

We consider a MAC with cribbing encoders, a state, and a 
single output. The encoders produce the symbols Xl and X2 
in the finite sets Xl and X2. The state 5 takes value in the 
finite set S, and the output Y takes value in the finite set y. 
The state sequence 51, . . .  ,5n is independent and identically 
distributed (lID) according to some given probability mass 
function (PMF) Ps(- ) .  Here n denotes the transmission's 
blocklength. When the inputs are Xl, X2 and the state is s, 

the channel output Y is of PMF 

W( YIXI,X2,S). 
In this paper we only consider strictly-causal cribbing as in 
[2, Sit. 5J. Denoting the set of messages of Encoder 1 and 
Encoder 2 by MI and M2, we can now describe the encoders 
as follows. At every time instant i in [1 : n] = {I, ... , n} , 

Encoder 1 produces the symbol Xl,i based on its message Ml 
and on the symbols previously transmitted by Encoder 2, 
namely, X2i-ll = X2 1, . . .  , X2 i-I. Likewise Encoder 2. We , , , 
study the capacity region of this channel with and without 
strictly-causal or causal SI under the average probability of 
error criterion. 

In the absence of SI, the capacity region of this channel was 
found in [2] to be the set of rate-pairs ( RI, R2) satisfying 

Rl � H(XlIU) 
R2 � H(X2IU) 

RI + R2 � I(XI, X2; Y) 

for some joint distribution PS,U,X1,X2,Y of the form 

PSPUPxIIUPX2IyWY IX1,X2,S' 

(la) 
(lb) 
(Ic) 

(2) 

Key here is that Xl and X2 are conditionally independent 
given U, and that the output Y is independent of U given 
(Xl, X2). The following lemma is useful to establish condi­
tional independence. 

Lemma 1. X and Yare conditionally independent given Z 
if, and only if, the joint distribution PX,Y,Z is of the form 

P(X,y,z) = gl(X,Z)g2( Y,Z). (3) 
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If SI is available strictly-causally to the encoders, then Xl,i 
is additionally allowed to depend on Si-l 

= SI, ... , Si-l 
and likewise X2,i. The main result of this section is that 
the capacity region is not enlarged if SI is revealed to the 
cribbing encoders in a strictly-causal fashion. It is interesting 
to note that an analogous result does not hold in the absence 
of cribbing [3]: in the absence of cribbing, strictly-causal SI 
may increase capacity. 

Theorem 1. The capacity region of the SD-MAC with cribbing 
encoders does not increase if the state is revealed strictly­
causally to the cribbing encoders. 

Proof The claim is established by means of a converse, 
which is similar to the one in [2, Sec. v., Sit. 5] but that 
accounts for the SI: instead of (Xl:!l, X�:!1 ), we define the 
auxiliary random variable 

U £c (Si-l xi-l Xi-I) , , 1,1' 2,1 . 

The rate of Encoder 1 satisfies 

n ( Rl - En) 
a) 
� I(M1;yn,sn,M2) 
b) 
� I(Ml;yn ISn,M2) 
c) 
� I (Xf,I,Ml;yn Isn,M2)  
'!2 I (xn . yn Isn M ) 1,1' , 2  

+ I (Ml; yn Isn, Xf,I' M2)  
;l I (xn . yn I sn M ) 1,1' , 2  

n 
t2 LH(Xl,i Isn,XG\M2) 

i=1 
n 

?l " H (X . ISi-l Xi-1 Xi-1 M sn) � 1,2 '1,1' 2,1' 2, t. i=1 
n h) " = � H(X1,i lUi) , 

i=1 

(4) 

(5) 

(6) 

(7) 

where a) follows from Fano's inequality, b) holds since M1, 
sn, and M2 are independent, c) is true because conditioning 
cannot increase entropy, d) is due to the chain-rule, e) holds 
since X:r,1 = f:r,I (M2,Xf,11,sn-l) and since Ml and yn 
are conditionally independent given (Xf,I,x:r,l,sn), 1) is 
due to the non-negativity of entropy and the chain-rule, g) 
is true because X�:!1 

= f�:!I (M2,Xri2,Si-2), and h) is 
a consequence of (4) and the fact that conditioning cannot 
increase entropy. By symmetry, 

n 
n ( R2 - En) � L H(X2,i IUd· 

i=1 

The sum-rate satisfies 
a) 

n ( Rl + R2 - En) � I(Ml' M2; yn) 
(8) 

i=1 
c) n 
� L I (X1,i, X2,i, M1, M2, yi-\ Yi) 

i=1 
d) n 
� LI(Xl,i,X2,i;Yi), 

i=1 
where a) follows from Fano's inequality, b) is due to the chain­
rule, c) holds since conditioning cannot increase entropy, and 
d) is true because (Ml' M2, yi-l) and Yi are conditionally 
independent given (X1,i, X2,i). 

As we argue next, the joint PMF satisfies (2). Indeed, Ui 
and Yi are conditionally independent given (X1,i, X2,i). As in 
[2, (58) - (60)], we can write 

Since the PMF is of the form (3), Lemma 1 implies that 
Ml and M2 are conditionally independent given Ui. As a 

consequence, also Xl,i and X2,i, which only depend on 
(Ml' Ui) and (M2' Ui), are conditionally independent given 
Ui. Since the capacity region of the MAC with cribbing 

encoders is convex [2, App. A], the claim follows. • 
The capacity region of the SD-MAC with strictly-causal SI 

cannot decrease if we also allow the encoders to crib. Since 
in the latter case strictly-causal SI does not increase capacity, 
we obtain the following results, which is tighter than the full­
cooperation bound of [3]: 

Corollary 2. The capacity region of the SD-MAC with strictly­
causal Sl is contained in the capacity region of the MAC 
without Sf but with cribbing encoders. 

Theorem 1 can be strengthened by also allowing feedback: 

Theorem 3. The capacity region of the SD-MAC with cribbing 
encoders is not enlarged even if both strictly-causal Sl and 
feedback are furnished to the encoders. 

Proof As in [2, Functional Representation Lemma], any 
SD-MAC of law W(ylxl,x2,s) can be described as an SD­
MAC whose time-i output Yi is 

(lO) 

where {8d are lID and take value in a finite set. Define 

(11) 

We can conclude from Theorem 1 that revealing the super­
state :=: to the encoders in a strictly-causal fashion does not 
increase the capacity region of the SD-MAC with cribbing 
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encoders. That is, allowing XI,i to depend not only on 
(MI,X��I) but also on :=:i-l and likewise for X2,i does 
not increase the capacity region. But providing feedback 
and revealing the state Si strictly-causally to the cribbing 
encoders is no better than the case where Xl,i may depend 
on (MI,X��\:=:i-l) (and likewise for X2,i), since (10) 
guarantees that any function of (MI, X�11 , yi-l , Si-l) can 
be represented as a function of (Ml,X�j\:=:i-I). • 

Since cribbed information may be ignored and since feed­
back cannot increase the capacity of the MAC with cribbing 
encoders, we find: 

Corollary 4. The feedback capacity region of the MAC is 
contained in the capacity region of the MAC without feedback 
but with cribbing encoders. 

This result can also be obtained from [4, Thm. 2] if we use 
Z = ( Xl, X 2). Note that the outer bound in [7] is tighter. 

III. CAU SAL CA S E  

If common causal SI is available to the cribbing encoders, 
then XI,i and X2,i are additionally allowed to depend on Si. 
As our next result shows, Shannon strategies are optimal. 

Theorem 5. The capacity-region of the SD-MAC with common 
causal Sf at the cribbing encoders is the set of rate-pairs 
(RI, R2) satisfying 

Rl :s; H(XlIS, U) 
R2 :s; H(X2IS, U) 

RI + R2 :s; I(TI, T2, U; Y) 

(12a) 
(12b) 
(12c) 

for some joint distribution PS,U,T, ,T2 ,x 1 ,X2, Y of the form 

P(s, u, h, t2, Xl, X2, y) 

= P(s) P(u) P(tllu) P(t2Iu) :ll.{ Xl = gl(tl, u, s)} 
:ll. { X2 = g2(t2, u, s)} W(y lXI, X2, s ) . (13) 

Proof The proof has a converse and a direct part. 
Converse: Define the auxiliary random variables 

U t:, (Si-l Xi-l Xi-I) T t:, M TT' t:, M i == '1,1' 2,1 , 1,i == 1, .L 2,i == 2· 
The rate of Encoder 1 satisfies 

i=l 
b) n 
:s; L H(XI,i lSi, Ui), 

i=l 

(14) 

where a) follows from (6) (note that e) and g) also apply if 
X2,i = h,i(M2,Xr;\Si)) and b) holds because of (14) and 
since conditioning cannot increase entropy. Likewise 

n 
n (R2 - En) :s; L H(X2,i lSi, Ui) . 

i=l 

The sum-rate satisfies 

n (Rl + R2 - En) 

� tI(Ml,M2,Si-\XG\X��\yi-\Yi) (15) 
i=l 

where a) holds because of (8) and since conditioning cannot 
increase entropy and b) is due to (14) and the Markov chain 
yi-l - (Ui, MI,M2) - Yi. 

The joint PMF satisfies (13) since Yi and (Ui, Tl,i, T2,i) 
are conditionally independent given (XI,i, X2,i, Si), XI,i and 
X2,i are deterministic given (TI,i' Ui, Si) and (T2,i' Ui, Si), 
and, if sj-l is replaced by sj, (9) implies that Ml = Tl,i 
and M2 = T2,i are conditionally independent given Ui. To 
conclude the converse, note that the region (12) is convex 
(time-sharing may be achieved via Ui). 

Direct Part: To prove achievability, we use backward 
decoding [2] but instead of directly coding over input-symbols, 
the messages are mapped to Shannon strategy sequences and 
the channel inputs are generated by evaluating each Shannon 
strategy for the observed realization of the channel state [6]. 

Along the line of [2, Sec. v., Sit. 5], fix E > 0, functions 
gl: 'h x U x S f-7 Xl, g2: T2 x u x S f-7 X2, and a PMF 

Codebook Generation: For b in [1 : B] , draw 2n(R,+R2) 
length-n sequences u from the PMF rr7=1 P( Ui) . In­
dex them mo = (mo,I, mo,2) , mO,1 in [1: 2nRl], mO,2 
in [1: 2nR2]. For I in {1,2} and for every mo in 
{(I, 1) , ... , (2nR" 2nR2)}, draw 2nRI length-n Shannon 
strategy sequences tl from the PMF rr7=1 P(tl,i IUi(mO) ) .  

Encoding: Split the messages ml and m2 into B-1 blocks 
b in [1 : B-1] of equal length, i.e., ml = ml,l, . . .  , ml,B-l 
and m2 = m2,l, . . .  , m2,B-l. In the first block, the en­
coders choose the sequences tl,l = tl ((1,1) ,ml,l), t2,1 = 

t2((I, 1) , m2,1) . For b in [2: B] , the encoders form estimates 
m2,b-1 and ml,b-l of m2,b-1 and ml,b-l· Denote mO,b = 

(ml,b-l, m2,b-d and mO,b = (ml,b-l, m2,b-d . Then, the 
sequences chosen in block bare tl,b = tl(mo,b,ml,b), t2,b = 

t2(mo,b, m2,b). In the last block B, only resolution informa­
tion is sent, i.e., tl,B = tl(mo,B, 1), t2,B = t2(mo,B, I) . 
For b in [1: B] and at time i in [1: n], the channel in­
puts are XI,(b-l)n+i = gl ([tl,b]i' S(b-l)n+i), X2,(b-l)n+i = 

g2 ([t2,b]i' S(b-l)n+i). 
Handling Cribbed Information: For b in [1 : B-1] , the 

encoders choose m2,b and ml,b s.t. 

(u(mo,b), t2(mo,b, m2,b), stb-l)n+l' X��b-l)n+l) 
E �(n)(u, T2, S, X2) 

( u(mo,b) , tl (mo,b' ml,b) ,stb-l)n+l' X��b-l)n+l) 
E �(n)(u,TI,S,XI) . 
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( mO,1 = mO,1 = mO,1 = (1,1), mO,b, mO,b are formed after 
block b -1, and x��b-l)n+l' x��b-l)n+l are cribbed.) 

Decoding: The receiver looks for ihO,B s.t. 

(U(ihO,B)' tl (ihO,B' 1), t2(ihO,B, 1), yf;-l)n+l) 
E �(n)(u, TI, T2, Y). 

Fix b in [2 : B-1] and assume the decoder has already found 
(ihO,b+l, ihl,b+l, ih2,b+l)' Upon setting ihl,b = [ihO,b+l]1 and 
ih2,b = [ihO,b+I]2' it looks for ihO,b s.t. 

( U(ihO,b) , tl (ihO,b, ihl,b) , t2(ihO,b, ih2,b) , yrb-l)n+l) 
E �(n)(u, TI, T2, Y). 

Probability of Error: The average error probability is 

Define the events 

El,ml = { ( U(MO,b) , tl (MO,b, mI) ,Srb-l)n+l' Xf�b-l)n+l) 
E �(n)(u, TI, S, Xl)} 

E'l,m2 = {(  U(MO,b), t2(Mo,b, m2), Srb-l)n+l, Xg�b-l)n+l) 
E �(n)(u, T2, S, X2)} 

Eg,mo = {(u(mo),tl(mo,MI,b),t2(mo,M2,b)'Y(�'::..I)n+l) 
E �(n)(u, TI, T2, Y)}. 

For b in [1 : BJ , we can w.l.g. assume (mo,b, ml,b, m2,b) 
((1,1) ,1,1). In particular, 

Pe::;pr{tJ (El,�UE'l'�U U El,m,u U E'l,m2) b=l m,#l m2#1 

U U (Eg,(l,l) U U Eg,mo) } . 
b=2 mo#(l,l) 

Since the code book generation is independent of the block b 

Pe ::; (B -1) (pr[Ei,cIJ + Pr[Ei,cIJ + L Pr[Ei,m,] 
ml#l 

+ L Pr[Ei,m2J + Pr [Eg,'h,1) ] + L pr[Eg,moJ ) 
m2#1 mo#(l,l) 

(16) 

Because of the properties of weakly typical sequences 

L Pr[Ei,m,] 
m,#l 

::; 2nRl L 
Tc(n)(U,T" S,X,) 

::; 2nR'2-n( -H(U,T" S,X,)+H(U,S,X,)+H(T,IU )-4€) 
� Tn(H(X,IS,U )-4€-R,) (18) 

L Pr[Ei,mzJ ::; Tn(H(X2IS,U )-4€-R2) (19) 
m2#1 
L Pr[Eg,moJ 

mo#(l,l) 
::; 2n(R,+R2) 

Tc(n)(U,T" T2,Y) 
::; 2n(R, +R2)2-n( -H(U,T, ,T2,Y)+H(U,T, ,T2)+H(Y)-3€) 

(20) 

where a) holds since (TI' U) and S are independent and X I 
is deterministic given (TI, U, S). Equations (16) - (20) imply 
Pe -+ 0 (n -+ (0) provided that B is sufficiently small and 

RI < H(XI IS, U) - 4E 
R2 < H(X2IS, U) -4E 

RI + R2 < I(TI, T2, U; Y) -3E. 

To conclude the proof, note that for l E {l,2} 
1 B-1 

nB loglMll = �Rl -+ Rl (B -+ (0) . 

• 

Note 6. The capacity region of the SD-MAC is not increased 
if, in addition to common causal Sf, feedback is furnished to 
each of the cribbing encoders [8, Thm. 2.20]. 

The random coding argument of Theorem 5 (but where each 
encoder uses only the state sequence it observes to estimate the 
common message) is also applicable if the MAC is governed 
by two arbitrarily correlated state sequences each of which is 
revealed causally to only one of the cribbing encoders. It does 
not, however, result in a tight inner bound. This is seen in the 
following example where one of the state sequences is null. 

Consider the SD-MAC Y = X2 EB S with binary inputs and 
a Bernoulli state with success probability 1/2. We assume 
that both encoders crib but the state is available causally 
only to Encoder 2. Let Message 2 take value in [1: 2n] 
and denote its binary representation W�,l' If for i in [1 : n] 
Encoder 2 transmits X2,i = W2,i EB Si, the receiver observes 
Yi = X2,i EB Si = W2,i and can perfectly decode Message 2 
after n transmissions. In particular, R2 = 1 is achievable. If 
the encoders use Shannon strategies and backward decoding 
as in Theorem 5, R2 = 1 is not achievable [8, Ex. 2.2]. 
For the described coding-scheme this is intuitively clear: to 
establish cooperation in backward decoding Encoder 1 must 
decode Message 2. This is, however, impossible since the state 
sequence assumes any value in [1 : 2n] with equal probability 
and X:r,l = W�,l EB sn is therefore independent of W�,l' 
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The following conditions are sufficient to prove that encod­
ing as in Theorem 5 is optimal: 

1) Message 2 and the output sequence are conditionally in­
dependent given the information available to Encoder 1 
and vice versa. 

2) The state sequences are conditionally independent given 
the common information (cf. (13». 

Let Sl and S2 denote the states that are available causally 
to Encoders 1 and 2. The above conditions are satisfied and 
Shannon strategies are optimal if Sl and S2 are furnished 
strictly causally to both encoders, or feedback is available to 
both encoders and Sl is deterministic given S2 and Y, or Sl 
is deterministic given S2 and feedback is provided only to 
Encoder 1 [8, Cor. 2.23 and Thm. 2.25]. For example, if one 
state sequence is null, the following result holds: 

Theorem 7. The capacity region of the SD-MAC with cribbing 
encoders, causal SI at Encoder 2, and feedback at Encoder 1 
is the set of rate-pairs ( R  1, R2) satisfying 

Rl :s; H(XlIU ) (21a) 

R2:S; I(T2; Y,X2IXl'U )  (2Ib) 

Rl + R2 :s; I(Xl, T2, U; Y) (21c) 

for some joint distribution PS,U,X"T2,X2'y of the form 

P(s, u, Xl, t2, X2, y) 
= P(s) P( u) P(XI l u) P( t2I u) 

:ll.{ X2 =g2( t2, U,S)}W(y lxl,X2,S). (22) 

Proof We briefly highlight the difference to Theorem 5. 
Converse: Define the auxiliary random variables 

U .£ ( yi-l Xi-l Xi-I) T .£ (M Si-l) 1- , 1,1' 2,1 , 2,2 2, . (23) 

If we argue as in Theorem 3 and recall that conditioning cannot 
increase entropy, the bound on Rl follows from (7). The sum­
rate bound is due to (15), Xl,i = hi(Ml, Xtjl, yi-l), and 
the Markov chain Ml - (Xl,i, T2,i, Ui) - Yi (cf. (24». The 
rate of Encoder 2 satisfies 

n ( R2 - En) 
a) 
:s; I (M2;yn,Xf,1,Xr,1,Ml) 

n b) " I (M "\I' X X Iyi-l Xi-l Xi-l M ) == � 2; .Ii, 1,i, 2,i '1,1' 2,1' 1 i=l 
n 

c) " I (M "\I' X IX yi-l Xi-l Xi-l M ) == � 2; .Ii, 2,i 1,i, '1,1' 2,1' 1 i=l 
n 

d) " I (M Si-l 
v X IX yi-l Xi-l Xi-l 1\% ) == � 2, ; .Ii, 2,i 1,i, '1,1' 2,1' 111 i=l 

e) n 
:s; L I(T2,i; Yi , X2,i IXl,i, Ui) 

i=l 
where a) follows from Fano's inequality, b) is due to the chain­
rule and the independence of Ml and M2, c) is true because 
Xl,i = hi (Ml,X�:I1, yi-l), d) holds since conditioning 

cannot increase entropy, and e) is due to (23) and the Markov 
chain Ml - (Xl,i, Ui) - (Yi , X2,i, T2,i) (cf. (24». 

As we argue next, the joint PMF satisfies (22). In­
deed, (T2,i, Ui) and Yi are conditionally independent given 
(Xl,i, X2,i, Si) and X2,i is deterministic given (T2,i' Ui, Si). 
Since the joint PMF of (Ui, Ml, M2, Si-l, Xl,i, X2,i, Yi) is 

P ( ui,ml,m2,si-l,xl,i,X2,i, Yi) = P(md P(m2) p (Si-l) 
i-I 
II [p ( Xl,j I ml, x�:II, yj-l ) p ( X2,j 1 m2, xCI, sj ) 
j=l 
W( Yj IXl,j, X2,j, Sj ) ] P (Xl,i Iml, X��/, yi-l ) 
P (Yi, X2,i IXl,i, m2, xl�/, Si-l ) , (24) 

Ml - Ui - T2,i and Ml - (Xl,i, Ui) - (Yi , X2,i, T2,i) are 
Markov chains (cf. Lemma 1). To conclude the converse, note 
that the rate-region (21) is convex. 

Direct Part: Fix E > 0, g2: T2 x U x S f-7 ;\;'2, and 

P( u, Xl, t2) = P( u) P(Xl l u) P( t2I u). 
Codebook Generation: Encoder 1 directly codes over input­

symbols: for mo in {(I, 1) , ... , (2nR" 2nR2)} draw 2nRI 
length-n codewords Xl from the PMF rr=l P(Xl,i I Ui(mO)). 

Handling Cribbed Information: Choose m2,b and ml,b S.t. 
( u(mo,b) , t2(mo,b, m2,b) , yrb'-l)n+l' X��b-l)n+l' 

X��b-l)n+l) E �(n)(u,T2, y,Xl,X2) 
(u(mo,b) , xl(mo,b,ml,b) ,Xnb-l)n+l) E �(n)( U'Xl,Xd· 

Decoding: For b E [1 : n], the decoder looks for rhO,b S.t. 
(U( rho,b), Xl ( rhO,b, rhl,b), t2( rhO,b, rh2,b), yrb'-l)n+l) 

E �(n)(u, Xl, T2, Y). 
Probability of Error: The analysis parallels Theorem 5 

but accounts for the differences in the handling of cribbed 
information and in the decoding (cf. [8, Thm. 2.25]). • 
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